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P A R T  I I I
Criminological Perspectives


on Cyber Crime
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Abstract


Some researchers have tried to explain cyber crimes with traditional theories such as social
learning theory (Skinner and Fream 1997; Rogers 1999, 2001), Kohlberg’s moral develop-
ment theory and differential reinforcement theory (Rogers 2001), Cohen’s strain theory
(O’Connor 2003), deindividuation theory (Demetriou and Silke 2003), Gottfredson and
Hirschi’s general theory of crime (Foster 2004), routine activities theory (Adamski 1998;
McKenzie 2000; Grabosky 2001; Pease 2001; Yar 2005a) and multiple theories (McQuade
2005; Taylor et al. 2005; Walker, Brock, and Stuart 2006). However, those theoretical justifi-
cations have proved to be inadequate as an overall explanation for the phenomenon of cyber
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284 Chapter 14 Space Transition Theory of Cyber Crimes


crimes. To fill the gap in explaining cyber crimes, the space transition theory has been devel-
oped. This theory is presented and discussed in this chapter.


INTRODUCTION


The Internet has become a powerful force in today’s world (Burney 2001). The access of the
Internet into the everyday lives of millions of population across the world has begun to trans-
form many different aspects of life. Some of the transformations have occurred because of the
manner in which Internet users are directed to negotiate their relationship with the real and vir-
tual spaces they now inhabit (Mitra and Schwartz 2001). In the past five years, the number of
Internet users has skyrocketed from 0.5 million to 6.5 million—a 13-fold increase. In the
process, an entirely new universe has been created—the world of cyberspace. Cyberspace is a
virtual space that has become as prominent as real space for business, politics, and communities.


The term cyberspace is sometimes treated as a synonym for the Internet, but is actually
a broader concept. The term cyberspace emphasizes that it can be treated as a place (Byassee
1995). The word cyberspace (a portmanteau of cybernetics and space) was coined by William
Gibson, a Canadian science fiction writer, when he sought a term to explain his vision of a
global computer network, linking all people, machines, and sources of information in the
world, and through which one could move or navigate as through a virtual space (Heylighen
1994), in 1982 in his novelette Burning Chrome in Omni magazine and was subsequently
popularized in his novel Neuromancer.


In the early 1980s, Gibson observed young players in video game parlors and extrapolated
a future of communication and control through game-like globally linked graphical computer
systems. His space is “consensually hallucinated,” not real (a “nonspace of the mind”), but effec-
tive and dominant (Aarseth 1998). In his novel Neuromancer (1984), Gibson invented the notion
of cyberspace as a computer-available location where all the existing information in the world
was collected. Later, John Perry Barlow described the real world of connected computers using
exactly the same term as Gibson used. In 1990, Barlow first applied the science-fiction term
cyberspace to the Internet (or precisely, as Barlow states on his Web site, to the “already-existing
global electronic social space now in most instances referred to by that name”). Until his citing
it, it had not been considered any sort of place (Barlow 1991). Some claim, therefore, that cyber-
space, as it exists today, should be called “Barlovian cyberspace” in order to distinguish it from
the fictional “Gibsonian cyberspace” of cyberpunk literature (Jordan 1999). In this chapter, the
concept of cyberspace means the global aggregate of digital, interactive, electronic communica-
tion networks; cyberspace thus includes the constituent networks comprising the global inter-
network (the “Internet”) as well as the Internet itself as a separate, emergent phenomenon.


Suler (2005) has accentuated that the term cyberspace has been hackneyed and overly
commercialized. He explains that the experience created by computers and computer networks
can in many ways be understood as a psychological “space.” Many users who have connected to
a remote computer or explored World Wide Web will describe the experience as “travelling” or
“going someplace.” On an even deeper psychological level, users often describe how their com-
puter is an extension of their mind and personality—a “space” that reflects their tastes, attitudes,
and interests. In psychoanalytic terms, computers and cyberspace may become a type of transi-
tional space that is an extension of the individual’s intrapsychic world. It may be experienced as
an intermediate zone between self and other that is part self and part other (Suler 2005).
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Criminal Behavior in Cyberspace 285


Mitra (2003) has clearly examined the two significant differences between the physical
space and cyberspace, as well as brought out a new space that he calls as “cybernetic space,”
which is an intersecting space of physical and cyber (Mitra and Schwartz 2001). The first dif-
ference between the physical space and cyberspace is that cyberspace defies boundaries. The
second component of the cyberspace is its discursive nature which suggests that experience of
space moves away from the realm of the sensory to an interpretation of texts, images, and
sounds. Simply put, it is not possible to “touch” the virtual but it is only possible to “read” the
virtual. Cyberspace, within a modernistic epistemology, does not exist, but can only be inter-
preted (Tyner 1998; Mitra 2003). Brenner (2004a) has provided another two important differ-
ences between the cyberspace and the real space, that is, absences of physical constraints and
lack of hierarchical constraints. Lessig (1998) brings the very important difference between
physical space and cyberspace, anonymity. Menthe (1998) argued that, for jurisdictional
analysis, cyberspace should be treated as a fourth international space along with other three
international spaces, Antarctica, outer space, and the high seas. However, these three physical
spaces are nothing at all like cyberspace, which is a nonphysical space (Menthe 1998; Mann
and Sutton 1998) and is perfectly different from physical space (Lessig 1998).


The cyberspace presents an environment in which both healthy and pathological behav-
iors may be pursued (Suler 1999, 2004; Suler and Phillips 1998). Joinson (1998, 2003), in a
thoughtful review, examined how modern electronic tools have valuable, positive aspects for
people’s advancement and success, as well as destructive, negative aspects that humiliate, ter-
rorize, and block social progress. Cyberspace at the new millennium resembles the frontier at
the beginning of the eighteenth century: bullies and criminals swagger electronically through
the commons, stealing what they want, breaking what they don’t, and interfering with peo-
ple’s activities (Kabay 2005).


In the present chapter, an effort is made to construct a theory that explains the criminal
behavior in the cyberspace. This chapter is structured in the following way. Firstly, a brief
description of the criminal behavior of cyberspace is provided that includes cyber crime def-
inition, typology of cyber crime, definition and typology of cyber criminal, and the differ-
ences between the crimes of physical space and cyberspace. Secondly, the need for a new
theory for the criminal behavior in cyberspace is emphasized. Thirdly, the space transition
theory of cyber crime is established and, discussed.


CRIMINAL BEHAVIOR IN CYBERSPACE


The vast majority of people in our society are productive, law-abiding citizens, including
when they are on the Internet (Danda 2001). Many users of cyberspace are well behaved.
They are sensitive to nuance, capable of expressive and articulate prose, careful not to hurt
feelings, and responsible in spreading verified information and not rumor. But you can always
find a fraction of people in society who act inappropriately, break the law, or otherwise use
illicit means to take advantage of others. Many of the dangers, threats, and annoyances that
plague society in general can also be found on the Internet. The users of cyberspace display a
varied set of behaviors. Some are business competitors or bargain-seeking consumers who are
not above stealing intellectual property or services. Others set loose viruses and other mali-
cious code or they deface Web sites or destroy data files. Still others are criminals who use the
Internet to perpetrate fraud, theft, and extortion. Terrorists, noting the increasing dependence
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286 Chapter 14 Space Transition Theory of Cyber Crimes


of many societies on the Internet, may use it as a target or channel for the expression of their
views, or to harass, coerce, or destroy social institutions (Lukasik 2001). We also find the
cyberspace equivalents of slum lords, drug pushers, boors, and bully boys. There are people
running private Web sites and blogs that cater to thieves, drug users, terrorists (e.g., Al-Qaeda)
(Coll and Glasser 2005), and pedophiles (Kabay 2005).


Cyber Crime: Definition and Conceptualization


A primary problem for the analysis of cyber crime is the absence of a consistent and statutory
definition for it (PJCACC 2004; Yar 2005a) and also defining cyber crime raises conceptual
complexities (Smith, Grabosky, and Urbas 2004). Varied definitions of cyber crime are avail-
able in the literature. Like varied definitions, cyber crimes is also called by variety of terms
such as computer crime, computer-related crime, digital crime, information technology crime
(Matt 2004), Internet crime (Wall 2001), virtual crime (Lastowka and Hunter 2004), e-crime
(AIC 2006) and netcrime (Mann and Sutton 1998). Cyber crime could reasonably include a
wide variety of criminal offenses and activities.


The Oxford Reference Online defines cyber crime as “crime committed over the
Internet.” The scope of this definition becomes wider with a frequent companion or substitute
term “computer-related crime.” Some writers are also of the opinion that “computer crime”
refers to computer-related activities that are either criminal in the legal sense of the word or
just antisocial behavior where there is no breach of the law (Lee 1995). Examples of activities
that are considered computer-related crime can be found in the United Nations Manual on the
Prevention and Control of Computer-Related Crime (1997). The manual includes fraud,
forgery, computer sabotage, unauthorized access, and copying of computer programs as
examples of computer crime.


At the Tenth United Nations Congress on the Prevention of Crime and Treatment of
Offenders, in a workshop devoted to the issues of crimes related to computer networks, cyber
crime was broken into two categories and defined thus: (a) Cyber crime in a narrow sense:
any illegal behavior directed by means of electronic operations that targets the security of
computers systems and the data processed by them; (b) Cyber crime in a broader sense: any
illegal behavior committed by means of, or in relation to, a computer system or network,
including such crimes as illegal possession and offering or disturbing information by means
of a computer system or network.


Also in the Council of Europe’s Convention on Cybercrime (2001), cyber crime is used
as an umbrella term to refer to an array of criminal activity including offenses against com-
puter data and systems, computer-related offenses, content offenses, and copyright offenses
(AIC 2006). The convention covers cyber crimes in four main categories: (1) offenses against
the confidentiality, integrity, and availability of computer data and systems; (2) computer-
related offenses; (3) content-related offenses (e.g., child pornography); and (4) offenses
related to infringements of copyright and related rights. A working definition along these lines
is offered by Thomas and Loader (2000), who conceptualized cyber crime as those “com-
puter-mediated activities which are either illegal or considered illicit by certain parties and
which can be conducted through global electronic networks.” The working definition for
cyber crime offered by the Canadian Police College has increasingly been accepted by
Canadian law enforcement agencies: “a criminal offence involving a computer as the object
of the crime, or the tool used to commit a material component of the offence” (Statistics


M14_SCHM8860_01_SE_C14.QXD  2/1/08  6:07 PM  Page 286


J
O
H
N
S
O
N
,
 
O
L
I
V
I
A
 
 
9
1
1
0








Criminal Behavior in Cyberspace 287


Canada 2002). Matt (2004) proposed a definition for cyber crime: “Cybercrime encompasses
all illegal activities where the computer, computer system, information network or data is the
target of the crime and those known illegal activities or crimes that are actively committed
through or with the aid of computers, computer systems, information networks or data.” It is
significant to note that there is no consistent and statutory definition for cyber crime.


Apart from the issues of definition of cyber crime, the usage of the term cyber crime in
varying contexts is also debated. Smith, Grabosky, and Urbas (2004) have argued that a dis-
tinction should be made between the two contexts when the term cyber crime is used: (i) a sin-
gular concept of crime that could encompass new criminal offenses perpetrated in new ways
and (ii) a descriptive term for a type of crime involving conventional crimes perpetrated using
new technologies. Smith, Grabosky, and Urbas (2004) have preferred to use the term cyber
crime to encompass any proscribed conduct perpetrated through the use of, or against, digital
technologies. The same context will be employed in this chapter as well.


Classification and Typology of Cyber Crimes


According to many research sources (Carter 1995; Davis and Hutchison 1997; Goodman and
Brenner 2002; Deflem and Shutt 2006), there are two broad categories of cyber crime. The
first category is defined where the computer is the tool of the crime. This category includes
crimes that law enforcement has been fighting in the physical world but is now seen with
increasing frequency on the Internet. Some of these crimes include child pornography, crimi-
nal harassment, fraud, intellectual property violations, and the sale of illegal substances and
goods. The second category is defined where the computer is the target of the crime by means
of attacks on network confidentiality, integrity, and availability (Statistics Canada 2002).


Adamski (1998) classified computer crimes or cyber crimes as one of two categories:
(i) crimes geared specifically to the network and the related data-processing systems 
(i.e., offenses against computer and information security) and (ii) crimes for which computer
networks provide a new opportunity for the commission of traditional offenses (such as fraud,
industrial espionage, and child pornography). The Council of Europe’s Convention on
Cybercrime (2001), covered cyber crimes in four main categories: (1) offenses against the
confidentiality, integrity, and availability of computer data and systems; (2) computer-related
offenses; (3) content-related offenses (e.g., child pornography); and (4) offenses related to
infringements of copyright and related rights (Aldesco 2002).


The above classification of cyber crimes is more oriented toward technology and less
toward criminology. The classification evolved by Wall (2001) and Smith, Grabosky, and
Urbas (2004) is more pertinent in the criminological parlance. Wall (2001) has divided cyber
crime into four categories:


1. Cyber trespass—crossing boundaries into other people’s property and/or causing damage,
e.g., hacking, defacement, and viruses.


2. Cyber deceptions and thefts—stealing (money, property), such as credit card fraud or
intellectual property violations (a.k.a. piracy).


3. Cyber pornography—activities that breach laws on obscenity and indecency.


4. Cyber violence—bringing psychological harm to or inciting physical harm against others,
thereby breaching laws pertaining to the protection of the person, such as hate speech or
stalking.
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288 Chapter 14 Space Transition Theory of Cyber Crimes


Yar (2005a) agreed that Wall’s (2001) classification is helpful in relating cyber crime to
existing conceptions of proscribed and harmful acts and has criminological utility. Smith,
Grabosky, and Urbas (2004) classified cyber crime as that:


• involving the use of digital technologies in the commission of the offence,


• directed at computing and communications technologies themselves, or


• incidental to the commission of other crimes.


Within the first category are cases involving dissemination of offensive material electroni-
cally, online fraud and financial crime, electronic manipulation of share markets, and the dissem-
ination of misleading advertizing information. Also included are traditional crimes such as fraud
or deception in which the involvement of computers constitutes a statutory aggravating element,
such as unauthorized access to computers and computer networks, crimes involving vandalism
and invasion of personal space, and denial-of-service attacks, and theft of telecommunications
and Internet services. The third category involves conduct that has been described as computer-
supported crime (Kowalski 2002, 6), such as the use of encryption (i.e., the translation of data into
secret code) or steganography (i.e., in which information is embedded within other, seemingly
harmless data such as pictures) to conceal communications or information from law enforcement.
It also includes the use of electronic databases to store and organize information concerning pro-
posed or completed criminal activities (Smith, Grabosky, and Urbas 2004).


In a study of 30 countries with statutory laws against cyber crimes, Drozdova et al. (1999)
identified seven types of cyber crimes : (1) unauthorized access; (2) illicit tampering with files
or data (e.g., unauthorized copying, modification, or destruction); (3) computer or network sab-
otage (e.g., viruses, worms, Trojan horses, denial of service attacks); (4) use of information sys-
tems to commit or advance “traditional” crimes (e.g., fraud, forgery, money laundering, acts of
terrorism); (5) computer-mediated espionage; (6) violations against privacy in the acquisition or
use of personal data; (7) theft or damage of computer hardware or software. These seven acts
were referred as “consensus crimes” (Drozdova et al. 1999; Putnam and Elliot 1999), because of
the availability of laws related to cyber crimes in the 30 countries studied. Graycar (2000) first
brought out nine types of cyber crimes, and later Grabosky (2000) developed it to 11 types.
Grabosky’s (2000) 11 types of cyber crimes are: theft of services; communications in further-
ance of criminal conspiracies; information piracy and forgery; the dissemination of offensive
materials; cyberstalking; extortion; electronic money laundering; electronic vandalism and ter-
rorism; sales and investment fraud; illegal interception; and electronic funds transfer fraud.


Definition and Types of Cyber Criminals


Cyber criminals come in all forms, from the street drug dealer to the identity theft mastermind.
Cyber criminals can range from teenagers who vandalize Web sites to terrorists who target a
nation. History has shown that cyber crime is committed by a broad range of persons: students,
amateurs, terrorists, and members of organized crime groups. Unlike traditional crimes, the
perpetrators of cyber crimes are more likely to have more affluent socioeconomic back-
grounds (Williams 2005). Kelly (2001) defined cyber criminal as “someone whose knowl-
edge and use of computers and/or the Internet has enabled him or her to commit the crime of
choice.” This definition covers everyone from the first-time offender to chronic whose cyber
crime activities span more than a decade (Kelly 2001).
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Criminal Behavior in Cyberspace 289


Cyber criminal behavior cuts across a wide spectrum of society, with the age of offenders
ranging from 10 to 60 years and their skill level ranging from novice to professional. Cyber
criminals, therefore, are often otherwise average persons rather than super criminals possessing
unique abilities and talents. Any person of any age with a modicum of skill, motivated by the
technical challenge, by the potential for gain, notoriety or revenge, or by the promotion of ideo-
logical beliefs, is a potential cyber criminal (UN Manual 1997). Almost any technically/analyt-
ically oriented person has the potential to become a computer criminal. Indeed, even technically
unsophisticated individuals are capable of such acts given sufficient motivation and opportunity
(Morrison 1990). The typical skill level of the computer criminal is a topic of controversy. Some
claim that skill level is not an indicator of a cyber criminal (see, for example, Mann and Sutton
1998), while others claim that potential cyber criminals are bright, eager, highly motivated sub-
jects willing to accept a technological challenge (Kishore et al. 2005). They argue that it may be
easier than ever to use the Net, send e-mail, etc., but to get unauthorized access into another net-
work or someone else’s computer requires much more knowledge (Kishore et al. 2005).


The types of cyber criminals have changed since the late 1980s and 1990s, when com-
puter crimes primarily related to the infiltration of large computer systems by hackers (Berwick
1999). Commercial crime offenders joined the hacker problem in the early 1990s. With the pub-
lic adoption of the Internet, beginning in 1995, the extent and nature of computer-based offenses
have changed fundamentally and irreversibly (Berwick 1999). Considerable work has been done
to define cyber criminals (ACPR 2000). For example, the FBI has defined three types of cyber
criminals linked to the outcome of their criminal activities (Icove 1998):


• crackers (generally young offenders who seek intellectual stimulation from committing
computer crimes)


• criminals (often adults subgrouped into those who commit fraud or damage systems and
those who undertake espionage)


• vandals (usually not pursuing intellectual stimulation; motivation often rooted in revenge
for some real or imagined wrong)


A typology for cyber criminals was developed by Kishore et al. (2005), who designed a
Web site on cyber crimes to create awareness of cyber crimes among the public. They classi-
fied five types of cyber criminals as:


• White-collar criminals (which were further classified as vengeful criminals, patient
criminals, and desperate criminals). Dumped lovers or spouses, retrenched employees,
businessmen who feel cheated or ripped off, etc. belong to the category of vengeful crimi-
nals.


• Hackers. Teenagers characteristically belong in this group.


• Crackers. This term generally refers to people who infringe copyrights for the benefit of
those refuse to pay for copyrighted materials, such a software and music.


• Psycho-criminals. Pedophiles, cyberstalkers, and fanatic cyber terrorists belong to this
category.


• Con artists. They are perhaps the most cunning and deceitful type of cyber criminals.
They are like chameleons, being able to mould their personality and behavior as and when
they like, to cheat their unsuspecting victims of their money. However, not all con artists are
in this game for monitory gains alone.
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290 Chapter 14 Space Transition Theory of Cyber Crimes


Crimes in Physical Space versus Crimes in Cyberspace


Burney (2001) tried to analogize crimes of physical space and cyberspace. The analogy was
of burglary of physical space and hacking of cyberspace. He concludes that it is appropriate to
analogize crimes in physical space and cyberspace. He warned that we must proceed with
extreme caution to make sure that the analogy is complete and successful. However, his anal-
ogy is limited for two reasons. One, hacking is only one form of crime of cyberspace and two,
the analogy of crimes of physical space and cyberspace can never be complete and successful,
as properties of both the spaces are entirely different. Apart from Burney (2001), few authors
have tried to analogize crimes of physical space with crimes in cyberspace (Brenner 2001,
2002a, 2004b; Wall 2004; Williams 2005; Deflem and Shutt 2006). Of these analyses,
Brenner’s analysis stands distinctively apart. She has meticulously analyzed the differences
between the cyber crimes and crimes in real space. She has brought out significant character-
istics of cyber crimes to differentiate it with crimes in physical space.


The characteristics developed by Brenner (2001, 2002a, 2004a, b) are:


• Transnational nature and jurisdictional issues. “Cybercriminals can defy the conven-
tional jurisdictional realms of sovereign nations, originating an attack from almost any com-
puter in the world, passing it across multiple national boundaries, or designing attacks that
appear to be originating from foreign sources” (Brenner 2004a; McConnell International
2000).


• Physical constraints. “The constraints that govern action in the real, physical world do not
restrict the perpetrators of cybercrime. Cybercrimes can be committed instantaneously and
therefore require a rapid response; law enforcement, however, is accustomed to dealing with
real-world “crimes,” the investigation of which proceeds at a more deliberate pace” (Brenner
2004b).


• Proximity. “Unlike real-world “crime,” cyber crime does not require any degree of physi-
cal proximity between the victim and the victimizer at the moment the “crime” is commit-
ted” (Brenner 2004a). It can be committed against a victim who is in another city, another
state, or another country (European Commission 2001).


• Scale and multiple victimization. Cyber crime is different because it is automated crime.
Whereas a nineteenth-century fraudster would have to defraud victim A, then victim B, then
victim C, and so on, an early twenty-first-century cyber fraudster can automate the process,
defrauding many victims simultaneously and with essentially the same effort. “Automated
crime” is using technology to multiply the number of “crimes” someone can commit in a given
period of time (Parker 1999, 2002; Arena 2001); automation gives perpetrators the ability to
commit many cyber crimes very quickly (IPWatchdog.com 2003).


• Conduct at issue may not be illegal. “Another characteristic of cybercrime is that the con-
duct at issue may not be illegal” (Brenner 2001). In May 2000, the “Love Bug” virus raced
around the world in two hours and caused billions of dollars of damage in over 20 countries.
It was quickly traced to the Philippines, where FBI agents and local authorities identified a
suspect. But since Philippines law did not criminalize virus dissemination, it took days to get
a warrant to search his apartment, giving him time to destroy evidence. Then there was the
problem of prosecution. The perpetrator could not be charged locally because virus dissem-
ination was not a crime in the Philippines; since virus dissemination was not a local crime,
he could not be extradited for prosecution in the United States, where it was a crime.
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Extradition treaties require “double criminality” (i.e., require that conduct be a crime in the
jurisdiction where it was committed as well as in the jurisdiction seeking to extradite an
offender). So, the “Love Bug” virus affected millions of computer users in more than 20
countries, causing billions of dollars in damage, but no one was ever prosecuted for dissem-
inating it (Brenner 2004a).


• Perfect anonymity. Cyberspace also lets perpetrators conceal or disguise their identities in a
way that is not possible in the real world (Brenner 2002a; Post 1996). In the real world, an
offender can wear a mask and perhaps take other efforts to conceal his identity, but certain char-
acteristics—such as height, weight, accent, and age—will still be apparent. In cyberspace, one
can achieve perfect anonymity or perfect pseudonymity; a man can be a woman, a woman can be
a man, a child can be an adult, a foreigner can pass for a native, all of which makes the appre-
hension of cyber criminals difficult (Lessig 1998; Brenner 2004a).


• Velocity. “Velocity is an important characteristic of cybercrime” (Brenner 2002a). The
Love Bug virus spread around the world in two hours, hitting tens of thousands of users. On
the first night of the Love Bug, ABC TV news described it as a hyper-speed crime wave.
Velocity raises a big challenge in security.


Even though some researchers feel cyber crimes as a case of “old wine in new bottles”
(Grabosky 2001), “old wine in bottles of varying and fluid shape” (Yar 2005a), or “new wine
in no bottles” (Wall 1999), cyber crimes are still different from the crimes of physical space.
There exists a fine line of demarcation between the crimes of physical space and crimes of
cyberspace. The demarcation lies in the involvement of the virtual cyber medium (Pati 2003),
lack of geographical boundaries (Hafner and Markoff 1995; Mitra 1999), and their occurrence
in a diffuse, fluid, evolving (Brenner 2004b) and spatiotemporally disorganized environment
(primarily the collapse of spatial–temporal barriers, many-to-many connectivity, and the
anonymity and plasticity of online identity) (Yar 2005a; Williams 2005). Yar (2005a) ascer-
tains after analyzing cyber crime with routine activities theory that cyber crime is a new and
distinctive form of crime. Cyber crime is an entirely new form of crime.


THE NEED FOR A THEORY EXPLAINING CRIMINAL 
BEHAVIOR IN CYBERSPACE


Cyberspace presents an exciting new frontier for criminologists. Virtual reality and computer-
mediated communications challenge the traditional discourse of criminology, introducing new
forms of deviance, crime, and social control (McKenzie 1996). Since the 1990s, academics have
observed how the cyberspace has emerged as a new locus of criminal activity (Thomas and
Loader 2000; Littlewood 2003; Yar 2005a, b), but in general, criminology has been remiss in its
research into the phenomena of cyber crime and has been slow to recognize the importance of
cyberspace in changing the nature and scope of offending and victimization (Mann and Sutton
1998; Jewkes 2006, 2007). As such, very few theoretical explanations of cyber crime exist.


Some researchers have tried to explain cyber crimes with traditional theories, such as
social learning theory (Skinner and Fream 1997; Rogers 1999, 2001), Kohlberg’s moral
development theory and differential reinforcement theory (Rogers 2001), Cohen’s strain the-
ory (O’Connor 2003), deindividuation theory (Demetriou and Silke 2003), Gottfredson and
Hirschi’s general theory of crime (Foster 2004), routine activities theory (Adamski 1998;
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McKenzie 2000; Grabosky 2001; Pease 2001; Yar 2005a), and multiple theories (McQuade
2005; Taylor et al. 2005; Darin, Brock, and Stuart 2006). However, these theoretical explana-
tions were found to be inadequate as an overall explanation for the phenomenon of cyber
crimes, because cyber crimes are different from crimes of physical space.


Rogers (2000) analyzed hacking with some criminological theories and concluded tradi-
tional psychological theories are deficient with regard to explaining cyber criminal behavior. He
also argued that Kohlberg’s moral development theory, differential reinforcement theory, and
social learning theory were only partially effective in explaining the initial involvement and con-
tinuation of cyber criminal behaviors. Rogers (2000) also argued that psychoanalytic theories of
crime were primarily suited for those types of crimes that resulted from unconscious conflicts
(Blackburn 1993; Hollin 1989) and they are not well suited for explaining crimes that incorpo-
rate planning and rational goals, such as white collar and computer crimes (Blackburn 1993;
Feldman 1993; West 1988; Rogers 2000). Forster’s (2004) research offered only a moderate
support for Gottfredson and Hirschi’s general theory of crime for cyber crimes. Forster’s
research found direct and positive effects for self-control and opportunity on computer offend-
ing, but not for the interaction between self-control and opportunity. Yar’s (2005a) analysis on
cyber crimes in relation with routine activities theory concluded that, although some of the the-
ory’s core concepts can be applied to cyber crime, there remained important differences between
“virtual” and “terrestrial” worlds that limited the theory’s usefulness.


There does not appear to be any one theory that accounts for all types of conventional
criminal behaviors (Blackburn 1993; Ellison and Buckhout 1981; Hollin 1989; Rogers 2000).
This problem is compounded when dealing with cyber crimes. At best some of the traditional
theories reviewed can only be applied to a limited portion of cyber crimes (Rogers 2000).
Darin, Brock, and Stuart (2006) analyzed cyber crimes with several conventional theories of
crime (e.g., classical criminology or choice theory, rational choice theory, and routine activi-
ties theory) from a policing perspective, and they developed a concept called Faceless
Oriented Policing (FOP). Though the authors call it a policing theory, it is a rudimentary
explanation for cyber crimes. Nevertheless, it lacks a criminological approach. There is a need
for a theory for cyber crimes. Therefore, this chapter is directed at theory building for the
explanation of criminal behavior in the cyberspace, and presents the space transition theory.


SPACE TRANSITION THEORY OF CYBERSPACE


Space transition theory is an explanation about the nature of the behavior of the persons who
bring out their conforming and nonconforming behavior in the physical space and cyberspace.
This theory is aimed at explaining only cyber crimes and not physical space crimes. Space
transition involves the movement of persons from one space to another (e.g., from physical
space to cyberspace and vice versa). Space transition theory argues that, people behave differ-
ently when they move from one space to another.


Propositions: Explanation of the Criminal Behavior 
in the Cyberspace


1. Persons with repressed criminal behavior (in the physical space) have a propensity
to commit crime in cyberspace, which otherwise they would not commit in physi-
cal space, due to their status and position.
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2. Identity flexibility, dissociative anonymity, and lack of deterrence factor in the
cyberspace provides the offenders the choice to commit cyber crime.


3. Criminal behavior of offenders in cyberspace is likely to be imported to physical
space, which may be exported to cyberspace as well.


4. Intermittent venture of offenders in to the cyberspace and the dynamic spatiotem-
poral nature of cyberspace provide the chance to escape.


5. (a) Strangers are likely to unite together in cyberspace to commit crime in the
physical space; (b) Associates of physical space are likely to unite to commit crime
in cyberspace.


6. Persons from closed society are more likely to commit crimes in cyberspace than
persons from open society.


7. The conflict of norms and values of physical space with the norms and values of
cyberspace may lead to cyber crimes.


DISCUSSION


1. Persons with repressed criminal behavior (in the physical space) have a propensity
to commit crime in cyberspace, which, otherwise they would not commit in physical
space, due to their status and position.


Arbak (2005) in his model of social status and crime argued that individuals feel varying
degrees of self-reproach if they commit criminal acts. In addition, they are concerned with
their social status in society, based on others’ perceptions of their values. In making their
decisions, individuals weigh both the material and social risks of being a criminal as com-
pared to being a law-abiding person. Therefore, an individual with a low propensity of guilt
may nevertheless choose not to be engaged in illegal activities in order to maintain their social
status, or to avoid embarrassment. In other words, if individuals are sufficiently concerned
about their social status, they may be inclined to act “as if ” they are moral. However, Arbak’s
(2005) arguments find relevance only to the behavior of individuals in physical space. The
same persons who are concerned about their social status in the physical space are not both-
ered about their social status in the cyberspace because there is no one to watch and stigma-
tize them. Those persons, who are worried about their status in the physical space hack, stalk,
harass, steal, and threaten in the cyberspace.


In this proposition, repressed criminal behavior does not mean any criminal behavior
that is repressed from childhood (repression concept of Sigmund Freud). Here, repressed
criminal behavior means the behavior that is repressed in the physical space due to status and
position and shown during the transition of persons from physical space to cyberspace.


2. Identity flexibility, dissociative anonymity, and lack of deterrence factor in the
cyberspace provides the offenders the choice to commit cyber crime.


Suler (2005) highlighted the concepts of identity flexibility and dissociative anonymity while
describing the psychology of cyberspace. “Anonymity has a disinhibiting effect that cuts two
ways. Sometimes people use it to act out some unpleasant need or emotion, often by abusing
other people, or it allows them to be honest and open about some personal issue that they
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could not discuss in a face-to-face encounter. That anonymity works wonders for the disinhi-
bition effect. When people have the opportunity to separate their actions from their real world
and identity, they feel less vulnerable about opening up. Whatever they say or do cannot be
directly linked to them. They do not have to own their behavior by acknowledging it within
the full context of who they really are. When acting out hostile feelings, the person does not
have to take responsibility for those actions. In fact, people might even convince themselves
that those behaviors ‘aren’t me at all.’ In psychology this is called dissociation” (Suler 2005).


A critical problem in cyberspace is not knowing with whom you are interacting. A
famous cartoon (Steiner 1993) popularized the idea that “on the Internet, nobody knows that
you are a dog,” let alone a Ph.D. holder or a Nobel Prize winner. Instead, a person is only as
good as his or her last e-mail (Steiner 1993). Currently, a person cannot determine accurately
the identity of people in cyberspace or the information presented by them (Abelson and Lessig
1998). A study by Demetriou and Silke (2003) found out that persons believing that they were
anonymous entered a Web site trap and were caught downloading illegal material. Demetriou
and Silke (2003) argued that deindividuation was the reason for the cyberspace deviant behav-
ior they observed. Deindividuation is a psychological state where inner restraints are lost when
individuals are not seen or paid attention to as individuals (Estinger, Pepitone, and Newcomb
1952, 382). The loss of restraints can lead people to behave less altruistically, more selfishly, and
more aggressively. While deindividuation can be caused by a number of factors, anonymity has
been identified as one of the key causes (Demetriou and Silke 2003). However, it should be
noted that the research of Demetriou and Silke (2003) was unable to determine the exact iden-
tity of the persons who were caught in their Web site trap. Still, identity flexibility is the norm
of the cyberspace. Furthermore, Demetriou and Silke (2003) pointed out that the acts observed
in their study occurred in a situation of perceived anonymity for the perpetrators, and there
were immediate personal rewards for the visitors to do what they did. This research has only
brought out a small tip of the iceberg and there are several million of criminal activities under-
going anonymously on a day-to-day basis in cyberspace.


One of the key elements that keeps most members of any society honest is fear of being
caught—the deterrence factor. Cyberspace changes two of those rules. First, it offers the crim-
inal an opportunity of attacking his victims from the remoteness of a different continent and
secondly, the results of the crime are not immediately apparent (The Financial Express 2004).
Cyber crimes may cause real psychological, social, and financial harms to their victims, and
they may grossly transgress reasonable and sensible civic expectations of behavior, but they
are not activities that tend to fall within the scope of existing criminal prohibitions due, in
part, to the unique nature of cyberspace (Lastowka and Hunter 2004).


3. Criminal behavior of offenders in cyberspace is likely to be imported to physical
space which, in physical space, may be exported to cyberspace as well.


Before 2000, cyber criminals acting alone committed the bulk of computer-related crimes.
For these individual cyber offenders, publicity and notoriety—not profit—were the main
motivation. In the last few years, however, cyber crime has moved from amateurs and occa-
sional criminals to professional criminals. Criminals have realized that huge financial gains
can be made from illegal cyberspace activities with relatively little risk. They bring the
skills, knowledge, and connections needed for large-scale, high-value criminal enterprise
that, when combined with computer skills, expand the scope and risk of cyber crime
(McAfee 2005a, b).
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In the last two years, cyber crime has become less open to ordinary criminals (e.g., hackers)
as criminal organizations have started to realize the potentially huge financial gains to be made
from the Internet. Traditional crime gangs are starting to use the Internet not only for commu-
nication but also as a tool to commit crimes such as extortion, fraud, money laundering, intim-
idation or theft, more efficiently and with less risk, and to move into new fields of crime. Due
to the Internet’s global reach, the temptation is highly attractive and the scale of the problem is
massive. The growth of e-business and Internet usage as part of everyday business has made it
easier for organized crime gangs to facilitate and cover up their criminal activities. Money can
be moved rapidly, and it is difficult for law enforcement to monitor and follow the financial
transactions of international criminal gangs. Furthermore, the creation of virtual identities
gives a greater anonymity to the activities of organized criminals (McAfee 2005a, b).


4. Intermittent venture of offenders in to the cyberspace and the dynamic
spatiotemporal nature of cyberspace provide the chance to escape.


Cyberspace is a transit space for many people, including offenders. While people do not live
in cyberspace, they visit and exit like they do in any other place. This nature provides the
offenders a chance to escape after the commission of cyber crime. Cyberspace is of dynamic
nature. Web sites can be created and removed quickly. This can encourage terrorist-related
activities in cyberspace. The characteristics of cyber crimes can vary from those of traditional
crimes, because, cyber crimes has little adherence to the spatial-temporal restrictions
(Woolgar 2002). Networked societies allow for time and space to be distanced, meaning that
an action in one spatial-temporal boundary may have an effect outside of that restriction
(Giddens 1990). In relation to criminal activity this means that individuals are able to attack
their victims at-a-distance. The temporal dimension of crime is also affected; cyberspace
allows criminals to commit crimes in compressed periods of time and potentially across long
distances (Williams 2005; Yar 2005a,b). Because of the spatiotemporal problem of cyber
crimes, mapping of cyber crimes has become a question. Cyberspace erases the importance of
geography, because of the difficulty that lies in determining the location of crimes (Brenner
2004a). The irrelevance of geography has important implications for people with antisocial
motivations, and this is a negative feature of cyberspace (Suler 2005).


5. (a) Strangers are likely to unite together in cyberspace to commit crime in the
physical space; (b) Associates of physical space are likely to unite to commit crime 
in cyberspace.


The Internet is an effective medium for criminal recruitment and the dissemination of crimi-
nal techniques (Mann and Sutton 1998). Most of the newsgroups in the cyberspace are almost
all unmoderated and their ease of access and openness make them ideal places to collect and
disseminate information with like-minded people (Sterling 1992; Durkin and Bryant 1995;
Mann and Sutton 1998). Another major threat of cyberspace is the insider threat. Frustrated
individuals from organizations can play the role of mole and potentially destroy the future of
companies by spying, engaging in sabotage, or leaking sensitive information.


6. Persons from closed society are more likely to commit crimes in cyberspace than
persons from open society.


Persons from an open society have an option of venting out their feelings, such as anger, in the
form of protests and demonstrations. However, persons from closed society do not have an
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option to vent their feelings. Those individuals from the closed society may find solace in the
cyberspace, and they may engage in all types of criminal activities, ranging from ordinary
hate messages in blogs to cyber terrorist attacks (Denning and William 1999; Shelley 2003;
Weimann 2004; Devilette, 2005).


7. The conflict of norms and values of physical space with the norms and values 
of cyberspace may lead to cyber crimes.


Cyberspace is an international space where people from various nations conglomerate. This
space has its own norms and values which may be in conflict with the norms and values of dif-
ferent groups of people. In cyberspace, the behavior of one person may be different from the
behavior of another person. This could lead to conflict among people in cyberspace, which
may ultimately lead to cyber crimes.


CONCLUSION


Criminological theories are as diverse as their proponents and practically every criminologist’s
thought has been elevated to independent theory status, partly because of criminology’s lack of a
common and unifying theoretical thread (Cullen and Agnew 1999). However, all criminology
theories have one distinctive common factor—they have all been conceived to examine criminal-
ity in the physical space and not in cyberspace. Since criminology has started viewing the emer-
gence of cyberspace as a new locus of criminal activity, a new theory is needed to explain why
cyber crime occurs. The Space Transition Theory presented in this chapter provides an explana-
tion for the criminal behavior in the cyberspace, and this theory is different past criminological
theories. There is a need to test the space transition theory to see if it explains cyber criminal
activity. In the end, it is hoped this theory will open new vistas for research in cyber criminology.
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Abstract


The advent and growth of the Internet has not only altered how people communicate, but has
also added a new dimension to criminal behavior. This chapter addresses Internet-based crime
in conjunction with theoretical frameworks: opportunity theory, situational crime prevention,
and routine activity theory. The displacement of Internet-based crime and victim characteris-
tics are also addressed.
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INTRODUCTION


Crime continues to be a global concern. Recent technological advances have changed the one
element essential for violent confrontations to occur: “places” where victims and perpetrators
meet. The opportunity for incidences of physical harm during the commission of crime has
been reduced as a result. Victims and violators, for the most part, never come face-to-face
because their location is often unknown to each other. The Internet that has revolutionized our
communicative abilities worldwide has increasingly been used as a locale to commit crimes
or a location for people to engage in activity that might result in their criminal victimization.
The information super highway allows criminals and would-be criminals to operate with a
high probability of privacy. The Internet Crime Complaint Center (ICCC) operated by the
Federal Bureau of Investigation (FBI) and the National White Collar Crime Center
(NWCCC) have collected data since 2001 that shows Internet crime continues to be a grow-
ing problem. Crimes committed via the Internet routinely employ trickery, deceit, and decep-
tion as the weapons of choice (Internet Crime Complaint Center).


The privacy of the Internet (mostly at one’s computer) has also encouraged victims and
potential victims to travel to unknown and unprotected places for lewd and lascivious activi-
ties because they too believe their identities are protected (Regoli and Hewitt 2006; Doerner
and Lab 1998, 2002, 2005). Siegel (2007) notes that research has shown victims may play a
part, which can range from passive to aggressive behavior, in their own victimization. The
Internet represents both the best and worst place for such unobtrusive observation. This chap-
ter will explore those theories (routine activity theory, adjunct displacement theory, and
opportunity theory) that help to better enlighten the community as to how these crimes are
carried out and the interconnection between these theories and the Internet.


While the responsibilities of police largely focus on detecting and deterring crimes
(Johnson 2006a, b, Doerner and Lab 1998, 2002, 2005), the academic community has begun
to examine Internet crime from a theoretical approach involving the concealment of the crim-
inals’ and victims’ identity. Past research reveals many in the general public do not violate the
law because of the informal social control of being ostracized by people in their life they
revere like family and friends. Others are influenced to obey the law because of formal social
controls. The social contract people agree to obey when joining a community gives them sta-
tus and a sense of belonging. This obliges them to follow the tenets of the legal system. Thus,
they obey the law. The similar component of these controls is the perceived fear and embar-
rassment of getting caught that acts as a strong deterrent for most people. However, global
advances in technology have allowed criminals to commit crimes without a direct connection
to a person or group and/or a location.


For three decades, routine activity theory (RAT) (Cohen and Felson 1979, Felson and
Clarke 1998) has been applied to help understand the relationship between the actions of the
criminal and the crime victim. Felson and Clarke’s displacement theory argues that moving
the place of a crime does not deter it, but rather changes the opportunity. Some displacement
occurs, but the underlying element in crime is the aforementioned “opportunity.”


Routine activity theory, displacement theory, and opportunity theory emphasize the idea
that “place” is the key to the commission of crimes. The physical location allows the criminal
to identify potential victims by studying their day-to-day activities and determining their suit-
ability as targets. Simply put, these two conditions must be present for the theory to unfold—
a pattern of behavior by the victim that can be identified by the criminal and an unobtrusive
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place for observation so the criminal might discover and confirm that behavior. It is important
to note such “observation” does not generally rise to the level of criminality. Rather it is the
opportunity to plan a crime that is afforded by the confirmation of a routine behavior by the
eventual victim. It is in this distinction between mere “observation” and recognition of a rou-
tine behavior and the decision to use that behavior to criminal advantage upon which the util-
ity of RAT for understanding Internet crime hinges.


ROUTINE ACTIVITY THEORY


RAT proposes that for a crime to occur three things must happen at the same time and in the
same space (Cohen and Felson 1979):


• a suitable target is available


• there is a lack of a suitable guardian to prevent the crime from occurring


• and a motivated offender is present


RAT looks at crime from the offender’s or potential criminal’s point of view. A crime will
only be committed if a potential criminal thinks a target is suitable and a capable guardian is
absent. It is the assessment of a situation that determines when or if a crime will take place.


A Suitable Target


The first condition for crime is that a suitable target must be available. A target can be catego-
rized in the following three ways (Cohen and Felson 1979):


• a person


• an object


• a place


Under RAT a suitable target is one that has come to the attention of a person searching for a
criminal opportunity. The criminal observes the victim. The observation affirms that the
intended victim is a worthy target of means. The potential victim’s behavior and their location
helps make the criminal act ripe for success. The suitability of a target is tempered by the
presence or absence of a capable guardian. The presence of a guardian is a significant deter-
rent to the commission of a crime. The guardian may be either a mechanism (locks, alarms,
etc.) or an “animate” being (guard dog or security officer). Thus, a target may be “suitable,”
but may not become a victim. It is the absence of a guardian that makes the suitable target a
victim of crime. Simply stated, the most important crime deterrent mechanism is the sentinel.


Absence of a Capable Guardian


The second condition in the analysis of the potential for success in the commitment of a crime is
that a capable guardian whose presence would discourage a crime from taking place must be
absent. Many times a guardian is seen as a human element. A person’s mere presence would
deter potential offenders from perpetrating an act on a victim. Some of the guardians are formal
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and deliberate, such as security guards; some are informal and inadvertent, such as neighbors.
However a “capable guardian” could also be a machine or mechanism. These mechanisms can
be as simple as a lock or as complex as a closed-circuit television (CCTV), providing that some-
one is monitoring it at the other end of the camera. Some examples of capable guardians are:


• police patrols


• security guards


• neighborhood watch


• door staff


• vigilant staff and coworkers


• friends


• neighbors


• CCTV systems


The critical variable is that the guardian is “capable,” that is, the guardian can serve the pur-
pose of providing deterrence to crime. It is possible, for example, for a guardian to be present,
but ineffective. Also, a CCTV camera is not a capable guardian if it is set up or sited wrongly.
Staff might be present in a store or building, but may not have sufficient training or awareness
to be an effective deterrent.


Motivated Perpetrator


There can be no victim without the intentional actions of another individual. Criminal behav-
ior is exactly that—acting in an illegal manner. The perpetrator generally does not commit a
crime by happenstance. As suggested by routine activity theory it is the combination of the
behavior of the potential victim as those behaviors take the victim into contact with the per-
petrator that contributes to the commission of the crime.


According to Meier and Miethe (1993), RAT has many similarities with lifestyle expo-
sure theory in that both emphasize how patterns of routine activities or lifestyles in conven-
tional society provide an “opportunity structure” for crimes to occur (p. 470). They note both
theories deemphasize the role of offender motivation and the social ecology of crime.


. . . . [S]tructural changes in routine activity patterns influence crime rates by affecting the conver-
gence in time and space of three elements of direct-contact predatory crime . . . Drawing from work
in human ecology (e.g. Hawley, 1950), Cohen and Felson (1979) argue that humans are located in
ecological riches with a particular tempo, pace, and rhythm in which predatory crime is a way of
securing those basic needs or desires at the expense of others. (pp. 470–71)


OPPORTUNITY THEORY


While it has been suggested that the confluences of circumstances and events play a signifi-
cant role in the criminal act, it should also be noted that merely removing the opportunity for
crime or seeking to prevent a crime by changing the situation in which it occurs does not actu-
ally prevent crime, but merely moves it around.
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There are five main ways in which crime is moved:


• crime can be moved from one location to another (geographical displacement)


• crime can be moved from one time to another (temporal displacement)


• crime can be directed away from one target to another (target displacement)


• one method of committing crime can be substituted for another (tactical displacement)


• one kind of crime can be substituted for another (crime type displacement) (Felson
and Clarke 1998)


Opportunity Knocks


Felson and Clarke (1998), building upon the work of Cohen and Felson (1979), argue oppor-
tunity is a cause of crime and, indeed, a root cause of crime (see Table 15-1). Critics often
downplay opportunities or temptations as true causes of crime. This is a mistake. No crime
can occur without the physical opportunities to carry it out. Whatever one’s criminal inclina-
tions, crime opportunities are necessary conditions for crime to occur. This makes them
causal factors (Doerner and Lab 2005; Regoli and Hewitt 2006).


This does not mean that other factors explaining why some individuals have a propen-
sity to commit crime are unimportant, merely that they are complex, controversial and not
necessarily helpful to today’s practitioner. Felson and Clarke (1998) aggressively assert the
point that crime opportunities are at least as important as individual factors and are far more
tangible and relevant to everyday life.


. . . . Accepting that opportunity is a cause of crime equal in importance to those personal and
social variables that are usually thought of as causes, results in a criminology that is not only
more complete in its theorizing, but also more relevant to policy and practice. (Felson and Clarke
1998, 31)


TABLE 15-1 Ten Principles of Crime Opportunity Theory


1. Opportunities play a role in causing all crime.
2. Crime opportunities are highly specific.
3. Crime opportunities are concentrated in time and space.
4. Crime opportunities depend on everyday movements of activity.
5. One crime produces opportunities for another.
6. Some products offer more tempting crime opportunities.
7. Social and technological changes produce new crime opportunities.
8. Crime can be prevented by reducing opportunities.
9. Reducing opportunities does not usually displace crime.


10. Focused opportunity reduction can produce wider declines in crime. 


Source: Felson and Clarke (1998, v–vi)
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The argument that reducing the opportunity for crime results in reductions in crime is
straightforward. Those with the responsibility for situational prevention have long predicated
their work upon intuition and common sense. Opportunity reduction can take many forms:


• the design and layout of dwellings and commercial premises to reduce burglary and
other crimes


• design and management of stores to reduce shoplifting


• targeted policing


• identification requirements and cash handling procedures to reduce fraud


• personal safety advice to reduce robbery


• target “hardening” to make property more difficult to steal, property marking to deter
theft and reduce profit


• improving street lighting to facilitate natural surveillance


Felson and Clarke (1998) take the argument further by their assertion that opportunity
plays a role in causing all crime, not merely property crime. They argue, for example, that
homicide rates in the United States are many times higher than in Britain and other European
countries (although overall crime is lower) because of the widespread availability of hand-
guns. They assert the availability of handguns means a much greater opportunity to carry out
a quick and deadly attack, often on the spur of the moment and perhaps for reasons that later
seem trivial. The question is, if the assailants did not possess a handgun at the moment of the
crime, would they plausibly kill with fists or knives? Zimring (1972) found the likelihood of
death in a violent encounter was directly related to the lethality of the instrument used. Even
otherwise mature and reasonable people lose their tempers and control. Put a gun in their
hand during this brief period of rage and the result may be tragic. Again, the people and the
circumstance do not change. The key variable is the opportunity to squeeze a trigger. The
logic is similar to that found in relation to suicide.


Felson and Clarke (1998) observe the importance of opportunity in relation to sexual
offences against children, domestic violence, drug dealing, prostitution, and welfare fraud.
Thus, there is no class or category of crime in which opportunity does not play a role.
Therefore, altering the volume of crime opportunities at any level will produce a change in
criminal outcomes.


Accepting opportunity as a cause of crime also opens up a new vista of crime prevention policies
focused upon opportunity-reduction. These policies do not merely complement existing efforts to
diminish individual propensities to commit crime through social and community programs or 
the threat of criminal sanctions. Rather, the new policies operate on circumstances much closer to
the criminal event and thus have a greater chance to reduce crime immediately. (Felson and
Clarke 1998, 31)


Displacement


If a primary focus of crime reduction is opportunity reduction, the logical question is
whether or not such efforts simply displace or move the crime to another locale. This will 
be discussed in more detail later in this chapter. For the moment we wish to focus on two


M15_SCHM8860_01_SE_C15.QXD  2/1/08  6:07 PM  Page 307


J
O
H
N
S
O
N
,
 
O
L
I
V
I
A
 
 
9
1
1
0








308 Chapter 15 Routine Activity Theory and Internet Crime


questions: first is the significance of displacement in general and whether the displacement
of crime is always negative. By focusing on the affects of the displacement of crime it is
possible to see some positive, or at least nonnegative or neutral results, from crime displace-
ment. Studies in the United Kingdom conclude the displacement of crime yields a range 
of outcomes:


• Positive—a crime is displaced to a less serious type of crime or a crime with greater
risk, with lower rewards, or causing less serious damage. It represents a success
since it produces a net gain.


• Neutral—a crime is displaced to one of the same seriousness, of the same risk,
rewards, and damage.


• Even-handed—prevention is concentrated on those who are repeatedly victimized in
order to achieve a more equitable distribution of crime.


• Negative—a crime is displaced to a more serious crime, a crime with greater reward,
or greater social cost.


• Attractive—activities and/or places attract crime from other areas or activities (e.g., red
light districts attract customers from other areas, as well as other criminal activities).


Yet there are studies which report displacement did not occur at all, or only to a limited
extent. Furthermore, displacement is always a problem for crime prevention efforts.
Displacement begs the question of crime reduction. There are strong theoretical reasons for
believing it is far from inevitable. Even when it can be shown to occur, it may be far from
complete displacement, giving important net reductions in crime (Doerner and Lab 2005;
Regoli and Hewitt 2006).


Displacement theory is discussed in connection to prevention initiatives. More recently
a look at displacement from the standpoint of the offender has emerged. This perspective is
known as “perpetrator displacement” (Barr and Pease 1990). Town (2001), citing the work of
Hill and Pease (2001), comments


The closest one can imagine to complete displacement would be in respect to what has come to be
known as ‘perpetrator displacement’, whereby a crime opportunity is so compelling that the
removal of any number of offenders will not prevent the crime. The obvious example concerns
drug importation from a third world country, in which poverty generates an unlimited pool of vol-
unteers to be ‘mules’. . . . The displacement theory is widely accepted because it is instinctively
seen as ‘common-sense,’ which is reinforced by our understanding of the way the world works—
or is thought to work. Criminals are, after all, criminals. Stop them in one location and surely they
just find another. Common sense is a valuable commodity, but it has its limitations and changes
with time. (p. 4)


Poverty is not the only generator of new perpetrators. An unguarded, vulnerable, and
tempting target produces the same effect. From this perspective, victimization seems to breed
victimization. Whether the result of living or working in a risky environment, or because of
targeting, it is well known by the police that time and again perpetrators return to the same
premises, often despite a number of arrests. The cause may be the inherent vulnerability of the
premises, or the high desirability of the products found there.
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The Internet has proven to be a fruitful locale for victimization. “Phishing” is one
method by which identity thieves can obtain personal information to obtain access to steal
money from your bank account and use your credit card to pay for online purchases. In the
typical phishing scam, the victim receives an e-mail from a company they routinely do busi-
ness with or a government agency. The message encourages the reader to submit personal
information such as their Social Security Number or other confidential information so their
identity might be verified. The victim may even be told this information is necessary to pre-
vent identity theft. Success breeds success. The lack of knowledge of the dangers posed by
phishing creates an environment rich with criminal opportunity.


The anonymity the Internet provides to cyber offenders is also appealing. Business is
routinely conducted over Web sites that offer a means of both buying and selling between two
parties that may never meet and may be separated geographically by thousands of miles.
While some auction sites such as eBay make all possible efforts to ensure the security of trans-
actions and take measures to educate those who bid on items for sale on their Web sites, there
can be no controls implemented on the intentions of those who may offer bogus items for sale.


Research on Crime Displacement


According to Town (2001), research on crime displacement became more systematic in the
1990s when research in Canada (Gabor 1990) and the United States (Eck 1993) specifically
studied displacement and found it to be much less of problem than had generally been sup-
posed. Eck (1993) suggested where displacement did occur it was most likely to be to similar
targets or similar and adjacent areas. The seminal work on this issue occurred in 1994 when
the Ministry of Justice of Holland released a systematic analysis of all the available literature
on crime prevention measures in which researchers had specifically looked for evidence of
displacement (Hesseling 1994). The study took 14 months and involved reviewing dozens of
published articles, including those of Gabor (1990) and Eck (1993). The works reviewed
came from throughout the developed world, but most (about 85 percent) came from the
United Kingdom, the United States, or the Netherlands. Forty percent of the studies found no
displacement and another 12 percent found evidence that crime prevention measures had pro-
duced a beneficial effect in adjacent areas. While 60 percent of the studies found some form
of displacement, most displacement was limited and no study found complete displacement
of crime. The summary of the final report asserts that while displacement is possible and even
likely, it is not an inevitable consequence of crime prevention. Furthermore, if displacement
does occur, it will be limited in scope and affect (Hesseling 1994).


One critical point of the Hesseling study is that the extent of displacement varies across
the types of crime. A number of studies found the sale and distribution of illegal goods is sus-
ceptible to displacement (Rengert 1990; Sherman 1990; Eck 1993). However, the commonly
asserted belief that the behavior of drug addicts is fixed and impervious to logic or a change
in opportunity was not confirmed. Town (2001) summarizes this research by noting that “pre-
vention does not always lead to displacement” (p. 3). For example, he noted heroin addicts
appear to be more capable of controlling their habit than previously suspected.


[R]esearch revealed numerous instances where an addicted offender planned a burglary and
was deterred temporarily. Occasionally the deterred burglar located another burglary target 
and committed a burglary, as intended. Just as often the planned crime was not committed.
(Town 2001, 6)
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Why Isn’t Crime Displaced?


For crime to be displaced it first has to be prevented. The first task, then, is to examine the cir-
cumstances under which crime is successfully reduced and then answer the question of why it
is then not displaced. Clarke (1997) wrote criminologists have generally shown little interest
in situational crime prevention. This neglect stems from what he regards as two mistakes of
modern criminology:


• Explaining crime has been confused with the problem of explaining the criminal


• Confusing the problem of controlling crime with that of dealing with the criminal


Moss and Pease (1999) make the same point. They note that the problem of crime tends to be
reduced to the problem of what to do about the criminal. Clarke (1997) argues these assump-
tions are based directly on the mistaken belief that offenders faced with situational impedi-
ments will merely be displaced elsewhere. In contrast situational crime prevention can
quickly and clearly deliver dramatic results. Clarke (1997) commented on the manner in
which this phenomenon occurs. Well-designed measures can produce results far exceeding
expectations. The key is reducing opportunity.


Displacement may occur in cyberspace through routine, and well-advertised, security
measures. A prominent statement on a Web site that informs visitors that Internet addresses
will be logged may prohibit some criminals from targeting those who do business with or
patronize that particular Web site. As wealthier companies and organizations incorporate
more stringent security measures, perpetrators will be encouraged to target Web sites with
more lax security measures (Tomorrow Project Home 2007).


Opportunity Theory Redux


Opportunity theory seems to be a form of common sense when explained to people.
However, while it explains one means to reduce crime, it does not explain why prevented
crime is simply displaced. It would seem that criminals, when faced by barriers to crime,
would simply move on to an area where opportunity remains unaltered. A surprising answer
that comes from a study in the United Kingdom by Paul Wiles and Andrew Costello (2000)
suggests most criminals are relatively place-bound. The area within which they commit
crimes is small and close to home. “The most general and consistent [finding] is the fact that
offenders do not appear to travel very far” (Town 2001, 10). Crime, it seems, is generally
“local.” Wiles and Costello (2000) found that the average distance travelled to commit
domestic burglary was 1.8 miles.


Concern about displacement is natural. However, when plausible, but unsubstantiated
beliefs, affect policy and decision making, the results can be harmful. The findings of the
Hesseling review (1994) are routinely affirmed in research in the United Kingdom and in the
United States, but opinions are overwhelmingly still based on beliefs or simplistic assump-
tions. This is not to say that partial displacement does not exist or that some crimes are not
more prone than others. However, the conclusion is clear: crime prevention initiatives can
produce very substantial net gains with little or no displacement. Reducing the level of oppor-
tunity reduces crime.
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ROUTINE AND CRIMINAL ACTIVITY AND THE INTERNET


Since the early 1960s, the Internet has helped speed globalization through the rapid trans-
mission of data. It provides international signaling capability, acts as an instantaneous high-
way for transporting information, and sets the stage for which individuals and groups can
easily interact from every geographic location worldwide. The boundaries of the Internet
continue to expand. The continued technological advancement of the Internet has helped not
only to improve the quality of personal life but also our professional life. Having a computer
at home or at work being able to communicate with others provides a sense of unlimited con-
nection. The use of the Internet is duly noted and continues to improve the quality of life.
Being able to communicate with people for a variety of reasons at a moment’s notice and the
complete or partial secrecy has allowed people to engage in activity that may have just been
a thought and not acted out. The privacy of the Internet reduces the possibility of public
shame (Internet Society).


The question to be asked is how the crime triangle is affected by the mediation of the
Internet. It seems obvious that the opportunity for crime is multiplied by the simple fact the
criminal is no longer “place-bound.” The potential victim is far more likely and more fre-
quently to be exposed to an offender, through the Internet. Furthermore, the issue of
guardianship is both more straightforward and more difficult in the era of Web surfing. Thus,
for example, “parental control” devices on computers may substitute for direct contact by a
guardian and thus serve as a significant deterrent. The Internet and the World Wide Web is not
designed to make value judgments on data, but to rapidly transmit data.


The ability of the computer criminal to shift easily to new targets is greatly enhanced by
mobility created by the ability to “surf” the Web. Traditional crimes are explained by routine
activity theory as the result of the confluence of physical circumstance (both potential victim
and offender are intentionally in the same place) and events (the victim is “unguarded” and
the offender is motivated). The crime act is the by-product of the opportunity resulting from
events and circumstances. The deterrence of such crimes comes from shifting either the
events (the presence of a guardian) or the circumstances (changing the place). Internet crimes
are more difficult to deter for the simple reason that neither the circumstances nor the events
are readily altered. Using the Web per se is what makes potential victims vulnerable. The
place is always an integral element of the criminal act. However, the Internet is one place to
which the potential victim of necessity willingly returns. Avoiding Internet usage (changing
the circumstance by changing the place) can only prevent Internet crime. In contemporary
society, this is simply not possible. Therefore, unlike traditional crimes, which require a phys-
ical place for them to occur, the opportunity for Internet crime has more to do with the effec-
tiveness of indirect guardianship.


The FBI has dedicated significant resources to fighting Internet crime. The Bureau and
the National White Collar Crime Center (NWCCC) have partnered to develop an Internet
Crimes Complaint Center (ICCC) in which the victims of alleged Internet crimes can register
complaints. Specifically, the FBI produces an annual report on Internet Crimes from the com-
plaints that have been lodged on the ICCC site. Since 2000 and in 2001 with the first ICCC
report there has been a steady increase in the reporting of alleged Internet crimes. From 2004
to 2005, there was an 11.6 percent increase in reported victimizations. Auction crime tops the
list of the most reported allegations from 2001 to 2005, along with other fraudulent claims
that appear to involve minimal contact between the victim and criminal.
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312 Chapter 15 Routine Activity Theory and Internet Crime


During 2005, the ICCC determined geographically where many of the alleged criminal
activities have been initiated. Seventy-five percent of the alleged perpetrators resided 
in California, New York, Florida, Texas, Illinois, Pennsylvania, and Ohio. Although child
pornography complaints are often highly publicized, they were the least reported to the ICCC
in 2005. This specific type of Internet crime was not a part of the categories listed in 
the ICCC reports of 2001–2004 (Internet Crime Complaint Center).


Committing a crime against a person or property does not necessarily mean a physical
encounter taking place. Although society tends to link criminal activity with a victim and vio-
lator meeting face-to-face, a crime can occur with the two ever seeing each other. The
Internet has provided the cover to criminals and would-be criminals they need to feel com-
fortable that their identity will not be easily revealed if they engage in criminal behavior.
Furthermore, the Internet has also provided cover to victims and unsuspecting victims who
often are deterred from engaging in abnormal behavior because of being exposed by their
respective community brethren.


As Grabosky (1998) notes:


. . . . the global village has its dark alleys . . . . The rapid mobility of people, money, information,
ideas, and commodities generally, has provided new opportunities for crime, and new challenges for
law enforcement agencies . . . . Of equal concern is the lack of international consensus on what con-
stitutes criminal behavior . . . Given the limited capacity of governments to control crime in cyber-
space...the first line of defense lies in the exercise of prudent behavior by prospective victims. Just as
the first step in the control of burglary is to lock one’s doors and windows, so too the basic principles
of information security should be honored. (p. 2)


THE VICTIM AND CRIME


For decades criminological theory has focused on the criminal violator when trying to explain
crime causation. According to Doerner and Lab (1998, 2002, 2005), the focus shifted away
from the victim when he or she lost the right to pursue criminals who had wronged him or her
and state assumed responsibility. The unintended consequence of pitting the accused against
the state regulates the victim to second- or third-class status.


About five decades ago, sociologists who studied criminology began to investigate to
determine if victims played a part in their own victimization. Their significance can be subtle
to extreme and be based on factors that are out of their control such as race, gender, age, and
mental capacity. When a suitable target is unprotected by a capable guardian, the chances that
a crime will take place increases. All that is needed is the final element; the presence of a
likely offender. Crime is a matter of circumstance and opportunity. Victims knowingly and
unknowingly put themselves in harm’s way. It is the repetition of behavior of the potential
victim that brings them to the attention of the potential criminal, who can then gage the like-
lihood of success at a particular moment in time and in a particular place (Regoli and Hewitt
2006; Doerner and Lab 1998, 2002, 2005).


Victim precipitation theory explains some victims start the confrontation which can
often lead to death. The precipitation can be both active and passive in nature. Fighting words
or even attacking first are examples of active precipitation, and the exhibition of personal
characteristics such as a woman’s costume or unaware dispute with someone are examples of
the passive version. The correlation between the victim and his or her own victimization has
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resulted in the American criminal justice system advancing this notion and has lead to unpro-
fessional treatment of victims at the hands of criminal justice professionals. Detectives and
police officers have been accused of less than sympathetic treatment of rape victims, treating
them as though they were being investigated for committing a crime. The insensitive behavior
of these law informant professionals led the victims in these cases to believe the focus was on
what they did to provoke the perpetrators to forcibly rape them. These misguided ideas about
victims are slowly changing as the American criminal justice system looks at ways to improve
the manner in which it handles victims.


The potential victim of an Internet crime is different than other crime victims. As noted
it is the simple fact of using the Internet that makes Internet crime possible. We cannot turn
back the clock to the time when the Internet was not an integral part of daily life. The neces-
sity of being connected to cyberspace sets the stage for possible victimization. There is a sec-
ond element of self-victimization. To protect against crimes in the physical world we can
consciously and actively solicit a guardian (walking home from school or to the parking
garage with others, locking the car doors while inside, etc.). While not perfect, such
guardians reduce criminal opportunity and will persuade even relatively highly motivated
offenders to find other victims. While firewalls, virus protection, and other barriers exist, the
effectiveness of these security precautions is dependent upon the user to routinely and cor-
rectly employ them. We use computer systems without much consciousness of the quality of
the guardianship. It is not so much that we “trust” our technological guardians, as we are
ignorant of their capacity and thus unaware of their effectiveness. We make the choice to step
into the world of the offender. The computer and the Internet is an integral part of our every-
day life. This technological familiarity leads individuals into a false sense of security. Meier
and Meithe (1993) conclude:


Current theories of victimization highlight the symbiotic relationship between conventional and
illegal activities. Regardless of their particular terminology, routine activities and lifestyle-
exposure theories emphasize how criminal opportunities develop out of the routine activities of
everyday life. Routine activity patterns that increase proximity to motivated offenders, increase
exposure to risky and dangerous situations, enhance the expected utility or attractiveness of
potential crime targets, and reduce the level of guardianship are assumed to increase aggregate
rates and individuals’ risks of predatory crime. (pp. 494–95)


In the physical world of crime, the guardians are both machines and humans. The
machines can be both simple (a lock) and complex (burglar alarm systems). They provide
very specific forms of deterrence. The very purpose of the machine or mechanism is to pro-
vide that specific form of deterrence. It is the singleness of purpose that makes these mechan-
ical devices and machines, once activated, effective. Mechanical devices are reactive. On the
other hand, human guardianship can serve multiple roles in deterring the offender. Moreover,
compared to most mechanical deterrence, humans have the advantage of the capacity to think,
anticipate, and change. Humans are effective as deterrence device because they can play
change roles and behaviors during an event. The capacity to change in response to circum-
stances and events is what makes the human effective as guardians. The central problem in
guarding against Internet crime is that there are no other humans we can bring with us. No
matter how sophisticated and complex the “guardians” for the users of the Internet are, these
are all mechanical devices. They are reactive. They are designed to prevent actions that have
already been identified. They cannot respond to new intrusions and criminal activity.
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314 Chapter 15 Routine Activity Theory and Internet Crime


As Shytov (2005) reminds us the Internet is a technological phenomenon. In his discus-
sion of how to control pornography on the Internet, he offers suggestions that are directly
related to the issue of “guardianship”:


It is important to exercise surveillance of the Internet with the purpose of identifying the web
sites containing pornographic materials and eliminating or a least blocking them. It can be
practical to hold the ISP (Internet Service Providers) responsible for surveillance and block-
ing access to the porn sites. . . . One way to efficiently reduce pornography on the Internet is
to oblige all users of the Internet to use protective software. Even though this software may
not be perfect to block all indecent materials, the technological advances through invest-
ment, creativity and effort can improve it. (p. 279)


All crimes require a willing and motivated perpetrator. While motivations may vary, the moti-
vations are indeed there. No crime can occur in the absence of someone who wants to commit
an illegal act. Yar (2005) describes four types of cyber crimes:


1. Cyber-trespass—crossing boundaries into other people’s property and/or causing damage, e.g.
hacking, defacement, viruses.


2. Cyber-deceptions and thefts—stealing (money, property), e.g. credit card fraud, intellectual
property violations (a.k.a. ‘piracy’).


3. Cyber-pornography—activities that breach laws on obscenity and decency.


4. Cyber-violence—doing psychological harm to, or inciting physical harm against others,
thereby breaching laws pertaining to the protection of the person, e.g. hate speech, stalking.
(p. 410)


The question for us is whether or not these crimes require a different kind of criminal.
Yar (2005) asserts that the criminals do not follow the behavioral patterns of “traditional”
criminals. Yet Kovacich (1999) and Grabosky (2001) argue that attitudes and behaviors of
offenders are still driven by routines and opportunities.


CONCLUSION


There are some environments that are more prone to certain types of crime. Certain communi-
ties suffer from higher domestic violence rates than other communities, while addiction to cer-
tain types of narcotics may vary from locale to locale. The problem confronting law enforce-
ment in regards to cyber crime is that cyberspace is not a static environment. An individual can
“travel” from place to place with the click of a mouse. The lack of personal interaction with the
authors of Web pages, or merchants who utilize auction sites for their products, reduces the
ability of a person’s intuitive ability to determine the level of risk for victimization.


An Internet criminal has a wealth of possible targets depending on their motivations.
eBay, one of the largest Internet auction sites, claims to have over 100 million members with
an excess of $40 million being transferred on the site daily With the advent of the Internet and
the growth of personal computer usage in every corner of the world, cyber terrorism is a grow-
ing concern of law enforcement and public officials. Weimann (2004) maintains that the cyber
terrorist has a wealth of possible weapons and avenues in which to use these weapons at their
disposal. From the theft of sensitive data to the manipulation of utilities systems to releasing
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viruses designed to destroy or corrupt data, the multiplicity of targets available on the Internet
are boundless.


The grounds for sexual predation and murder can be derived from a cyber environment.
John Robinson, a Kansas farmer, has been awarded the sobriquet of the “Internet’s First Serial
Killer.” A con artist and thief who had served time for felony theft, Robinson lured his victims
via Internet chat rooms where, using the nickname “Slave Master,” he would ingratiate him-
self to women he met there. One of the young women Robinson made contact with over the
Internet brought her four-month-old daughter to meet him. After murdering her, Robinson
offered to let his brother adopt her baby. Robinson was convicted in 2002 of three murders
and received a death sentence (Gribben and Robinson 2007).


The best way to describe the current state of interdiction efforts regarding computer
criminals is “catch up.” The exponential growth of computer technology and communication
devices demands that law enforcement exhibits some degree of “guardianship” over cyber-
space. The problem is that too few officers are trained in computer crime investigative tech-
niques. This includes computer forensics. This knowledge is not wasted on the criminals who,
for a variety of reasons, operate in a cyber environment.
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Abstract


Stories about computer pirates, hackers, and phone phreaks have become all too common. Few
studies, however, have examined hacking activities from the perspective of the operators them-
selves. This chapter shows how hackers use neutralization techniques. The research is based on
54 unstructured, in-depth, face-to-face interviews with Israeli hackers. The findings showed
that hackers do not employ two of the commonly used neutralization techniques, “denial of
responsibility” and a “sad tale,” indicating that they do not rely on the external justifications
frequently used by deviants. Instead, similarly to political criminals, hackers assume responsi-
bility for their acts by means of neutralization techniques based on internal justification.


INTRODUCTION


According to Sykes and Matza (1957), delinquents usually sense a moral obligation to be
bound by the law, as their values, beliefs, and attitudes are similar to those of law-abiding cit-
izens. When they violate social norms, they justify their behavior by means of a specific set of
justifications, called neutralization techniques, which enable them to temporarily neutralize
those values, beliefs, and attitudes and drift back and forth between conventional and illegiti-
mate behaviors. Techniques of neutralization “free the individual from a large measure of
social control” (Matza and Sykes 1961, 713). According to Scott and Lyman (1968), neutral-
ization techniques are “socially approved vocabularies that neutralize an act or its conse-
quences when one or both are called into question . . .To justify an act is to assert its positive
value in the face of a claim to the contrary.” (p. 51).


Chapter 16


The Rhetoric of Hackers’
Neutralizations


317
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Hacking, or unauthorized computer intrusion (Jordan and Taylor 1998), is usually cat-
egorized as a particular type of computer crime (Bequai 1990; Parker 1989; Rosoff, Pontell,
and Tillman 2004; Stewart 1990). The purpose of this study is to determine the extent to
which hackers use the common neutralization techniques. The following are some examples
of the neutralization techniques.


Neutralizing attitudes include such beliefs as, “Everybody has a racket,” “I can’t help myself, I
was born this way,” “I am not at fault,” “I am not responsible,” “I was drunk and didn’t know what
I was doing,” “I just blew my top,” “They can afford it,” “He deserved it,” and other excuses and
justification for committing deviant acts and victimizing others. (Akers 2000, 77)


Neutralization has become an important theory of deviant behavior, extending beyond
juvenile delinquency to adult deviancy and to different forms of deviance. Although reported
nearly five decades ago, neutralization theory still arouses scholars’ interest (e.g., Cromwell
and Thurman 2003; Piquero, Tibbetts, and Blankenship 2005; Topalli 2005). In the present
chapter, I have analyzed the use of neutralization techniques (Sykes and Matza 1957; Scott
and Lyman 1968) by hackers and compared it with the use of such techniques by other types
of deviants.


According to Sykes and Matza (1957), there are five neutralization techniques used by
deviants in order to protect themselves from feelings of guilt and from blame by others: denial
of responsibility, denial of injury, denial of victim, condemnation of condemners, and appeal
to higher loyalties. These techniques are critical for reducing the effectiveness of social con-
trol and are used by a wide range of deviants. In the case of denial of responsibility, the sub-
jects are passive rather than active. The delinquents claim that their acts are due to forces
beyond their control. For example, “It wasn’t my fault.” Sykes and Matza include in this tech-
nique the claim by delinquents that unloving parents, bad companions, or slum neighbor-
hoods caused their behavior (1957, 667). In the case of denial of injury, the subjects perceive
their behavior as harmless. For example, “everybody does it” or the victim can “afford it.” In
the case of denial of the victim, subjects view their behavior as retaliation; the victims
deserved it. For examples, when attacking homosexuals or minority groups, the delinquents
feel that their victims got what they deserved (Sykes and Matza 1957, 668). In the case of
condemnation of the condemners, subjects blame lawmakers and law-enforcement, so that
those who condemn them are themselves involved in questionable behavior: “The system is
corrupt.” In the case of appeal to higher loyalties, subjects claim that their acts were necessi-
tated by loyalty to others: “I did it for my friends.”


Scott and Lyman (1968) have added two other justifications: sad tale (first described by
Goffman 1961), and self-fulfillment. The sad tale is a “selected (often distorted) arrangement
of facts that highlight an extremely dismal past, and thus ‘explain’ the individual’s present
state” (Scott and Lyman 1968, 52). Scott and Lyman exemplify this technique by citing a
mental patient who related: “I was going to night school to get an M.A. degree, and holding
down a job in addition, and the load got too much for me” (Goffman 1961, 152). Self-fulfillment
is “a peculiarly modern type of justification” (Scott and Lyman 1968, 52) in which deviant
behavior is justified by pointing to the individual’s need for self-fulfillment. Scott and Lyman
(1968) exemplify this technique with an “acid head” who related: “The whole purpose in tak-
ing the stuff is self-development. Acid expands consciousness. Mine eyes have seen the
glory—can you say that? I never knew what capacities I had until I went on acid.”
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Different types of deviants, violent and nonviolent alike, utilize neutralization tech-
niques. For example, Scully and Marolla (1996) examined the justifications and excuses of
rapists and found that those who denied their actions also justified them, or claimed that what
they did was for the good, or that it was allowed under certain circumstances. Deniers referred
to their victims’ sexual reputation and argued that the women got what they deserved. Those
who admitted their acts claimed that they were done under the influence of an external factor
or agent, such as alcohol, drugs, or emotional problems. Neutralization techniques were also
found among hard-core, active, noninstitutionalized (uncaught) drug dealers, street robbers,
and carjackers (Topalli 2005), and among professional contract killers (Levi 1981).
According to Levi (1981), a professional killer (hit man) starts his career by adapting to his
new role and by learning to view killing as “just a job” or as “just business.” This enables him
to deny responsibility for his act; he views himself as a “hired gun,” and his victims as “tar-
gets” rather than people.


Nonviolent deviants were also found to use neutralization techniques. Cromwell and
Thurman (2003) found that many shoplifters neutralized their activities by claiming loss of
self-control due to alcohol or drug use, which is a common form of denial of responsibility.
For example, one female respondent claimed: “I don’t know what comes over me. It’s like,
you know, somebody else is doing it, not me” (Cromwell and Thurman 2003, 541). Others
attributed their behavior to “poor parenting, bad companions or internal forces (the devil
made me do it)” (p. 542).


In his book about professional criminals and organized crime, The Criminal Elite,
Abadinsky (1983) claimed that professional criminals are very skilled, “smart guys” (p. 166),
and do not rely on violence. Professional jewelry thieves use neutralizing techniques such as
denial of injury (e.g., “yesterday in the paper I read where Sears had the biggest year in his-
tory, made more money than ever before,” p. 60), and denial of the victim (e.g., “they get it
back from insurance,” p. 60). Abadinsky’s principal informant argues that he was a victim of
circumstances. “Poor and devoid of remunerative skills, yet ambitious and possessing an out-
standing physique and physical stamina, he was simply a ‘natural’ for jewel theft” (p. 55).
Thus, he denies his responsibility and regards himself as a victim of circumstances.


Another example of a neutralization technique is found in a study conducted by 
Jesilow, Pontell, and Geis (1996), who studied physicians involved in medical fraud cases.
Among other neutralizations, the physicians used denial of responsibility; they called their activ-
ities “mistakes,” and some blamed themselves for not being careful enough. For example, “a psy-
chiatrist who illegally submitted bills under his name (and took a cut) for work done by psychol-
ogists not qualified for payment under Medicaid blamed the therapists . . . ‘There were times I
wanted to quit, but the therapist would say that these people are in need of therapy, and it is going
well . . . I couldn’t do it myself; I wasn’t there all the time’” (Jesilow, Pontell, and Geis 1996, 76).


Neutralization techniques were found also among white-collar deviants. Benson (1985)
examined the justifications used by white-collar offenders who had committed securities and
exchange fraud, antitrust violations, false claims, and tax evasion to explain their involvement
in criminal activities. He found that the most consistent pattern was denial of criminal intent.
Tax violators, for instance, “were more likely to have acted as individuals rather than as part
of a group and, as a result, were more prone to account for their offenses by referring to them
as mistakes or the product of special circumstances” (Benson 1996, 69). For example, “I didn’t
cheat. I just didn’t know how to report it” (p. 69). Cromwell (1996) claimed that the main
theme in occupational crime is that offenders create elaborate justifications, excuses, and
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rationalizations to be able to deny to themselves responsibility for their criminal behavior.
Piquero et al. (2005), who evaluated the decisions of MBA students to commit corporate
offenses in the promotion of a hypothetical pharmaceutical drug, found that the “denial of
responsibility” techniques had positive effects on the intention to commit corporate crime.
The statement “The government exaggerates the danger to consumers from most products”
exemplifies both denial of injury and denial of responsibility. “This statement allows the indi-
vidual to deny the injury of the act by claiming that the government is overly cautious in
assessing the danger to the public. This belief also relates to denial of responsibility in the
sense that it implies that there is minimal danger in the use of marketed products, so the com-
panies that produce such items should not be held responsible if injuries do happen to occur
from usage” (p. 170). Interviewee statements often contain more then one neutralization tech-
nique. Jesilow, Pontell, and Geis (1996, 76) noted that “Commonly, denials of responsibility
were blended with other self-justifications.”


In sum, various types of deviants utilize a range of neutralization techniques and explic-
itly tend to deny responsibility for their actions. In the present chapter, I investigate 
techniques of neutralization (Scott and Lyman 1968; Sykes and Matza 1957) as possible
explanations for the way in which hackers reduce their perceived guilt about their illegal con-
duct involving computers.


THE PHENOMENON OF HACKING


Given the authorities’ rush to discourage and cope with forms of crime borne from rapidly
advancing technologies, hacking has important ramifications for policy, enforcement, and
prevention. Understanding of the fundamental mindsets of hackers (also known as members
of the computer underground) underlies any effective response to the problem.


Rosoff, Pontell, and Tillman (2004, 477) conceptualized computer crimes as electronic
embezzlement and financial theft, computer hacking, malicious sabotage such as the dissem-
ination of viruses, use of computers and computer networks for the purposes of espionage,
and use of electronic devices and computer codes for making unauthorized long-distance tele-
phone calls (phone phreaking). Tavani (2000) named the following types of computer crimes:
piracy, break-ins, and sabotage in cyberspace. His categories seem more appropriate because
he separates genuine computer crimes from criminal activities in which computer technology
is merely at hand or used as just another tool (Tavani 2000, 6).


According to the 2006 Internet Crime Report of the National White Collar Crime
Center of the FBI (Internet Crime Complaint Center; IC3), the vast majority of cases of
Internet crime was fraudulent in nature and involved a financial loss on the part of the com-
plainant. Internet auction fraud was by far the most reported offense, followed by nondelivery
of merchandise and/or payment, check fraud, credit and debit card fraud, computer fraud,
confidence fraud, other financial institutions fraud, identity theft, investment fraud, and child
pornography confidence fraud. Of individuals who reported financial losses, the highest
median losses were found among Nigerian letter fraud, check fraud, and other investment
fraud complainants.


The 2006 CSI/FBI Computer Crime and Security Survey lists the following reported
misuses (in order of decreasing frequency): virus, laptop/mobile theft, insider abuse of Net
access, unauthorized access to information, denial of service, system penetration, abuse of
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wireless network, theft of proprietary information, financial fraud, telecom fraud, misuse of
public Web application, Web site defacement, and sabotage. The survey indicates that unau-
thorized use is “a broad category, covering undesired uses of computer and network resources
in addition to abuses that are traditionally classified as “attacks.” Trading offensive jokes
among colleagues using a corporate e-mail server or storing downloaded music on an enter-
prise workstation in defiance of corporate policy would both constitute unauthorized use, but
wouldn’t be reflected in traditional cybercrime categories” (p. 11). The survey found that the
top four categories of losses were viruses, unauthorized access, laptop or mobile hardware
theft, and theft of proprietary information, which together accounted for 74.3% of total losses.


Hacking is an exclusive and relatively new form of deviance. The techniques of neutral-
ization used by hackers have not yet been examined. Examining these techniques is important
because hackers, more than other types of deviants, arouse ambivalent reactions, including
positive ones.


The first generations of hackers were pioneers in the use of computers; they were the
enthusiasts, the “heroes of the computer revolution” (Levy 1984). Currently, however, the
label “hackers” is used negatively and refers to electronic criminals or vandals (Chandler
1996). Hackers of the old school use the term “cracker” to distinguish the malicious type, but
the contested nature of the term is worth bearing in mind (Yar 2005, 390). Although the
hacker label may suggest people who are a threat to national security or the intellectual prop-
erty of others (Halbert 1997, 369), the term still retains its original connotation of “bitheads”
who have mastered computer technology at very high levels (e.g., Upitis 1998). Skibell (2002,
353) called the computer hacker a myth, claiming that few computer hackers possess suffi-
cient skills or the desire to commit more than nuisance crimes.


Hackers are involved not only in deviant activities, but have also developed the com-
puter, the Internet, computer programs, and peripheral devices (Chandler 1996; Himanen
2001; Kitchin 1998; Wall 2001). Hackers “are not TV celebrities . . . but everyone knows their
achievements, which form a large part of our new, emerging society’s technological basis: the
Internet and the Web (which together can be called the Net), the personal computer, and an
important portion of the software used for running them” (Himanen 2001, vii). Their ethical
stand is that information should be free (Levy 1984) and shared (Himanen 2001), as demon-
strated by the open-source movement, the best-known example of which is the development
of the Linux operating system (Ljungberg 2000). The Linux project enables all computer
users to use, test, and develop their programs as scientific researchers (Himanen 2001, 180).
Gunkel (2001) applied the term “hacking” as an analytical tool in his book Hacking
Cyberspace, using the analogy of penetrating the theories of cyberspace in the way that hack-
ers penetrate computer systems. These positive qualities are being attributed to the hacker
community even now, despite the process of criminalization (Hollinger and Lanza-Kaduce
1988) that has gradually changed the meaning of the hacker label from computer pioneer to
computer burglar (Voiskounsky and Smyslova 2003, 172).


According to Denning (2000), journalists and the public are fascinated by any kind of
computer attack. Voiskounsky and Smyslova (2003) noted that Russian hackers are infor-
mally treated as heroes, and not as criminals. In a survey of public attitudes toward computer
crimes, Dowland et al. (1999) reported that a high proportion of respondents were indifferent
to illegal activities such as the unauthorized viewing of someone else’s data or the copying of
data or software. White and Pooch (1994, 172) urge that we “stop glorifying the exploits of
the abusers of this electronic frontier. We need to use appropriate terms, such as software
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theft, instead of adding an air of legitimacy to actions by using terms such as ‘piracy.’”
Although it is difficult to estimate the losses due to software piracy, it is an extremely costly
problem (Rosoff, Pontell, and Tillman 2004).


Part of the ambiguity surrounding the perceptions of hackers has to do with the chang-
ing attitudes toward hackers over the years, but it is also due to the many types of hackers and
hacking activities. A hacker may be a specialist programmer who explores, tests, and pushes
computers to their limits (Stewart 1990), and is not engaged in criminal acts. Alternatively, the
hacker may be a specialist in obtaining unauthorized access to computer systems (Jordan and
Taylor 1998; Meyer and Thomas 1990), which is usually a criminal activity.


There are significant differences between hackers. The term “hackers” includes a vari-
ety of types. Leeson and Coyne (2006) divide the community of hackers into three types,
based on their motivation: The “good” hackers illegally penetrate computer systems but share
security weaknesses with the people in charge of the systems. The “bad” hackers are fame-
driven and commit unethical hacking by penetrating into computer systems. The third type is
that of “greedy” hackers who are driven by profits; they may be “good” (when they work for
or operate computer security firms) or “bad” (when they engage in activities such as credit
card fraud, selling sensitive information stolen from one firm to the other, or work in the 
service of other criminals). In a study based on interviews of hackers attending hackers’ con-
ventions, Schell and Dodge (2002) found that 36% said they hacked to “advance network,
software, and computer capabilities,” 34% claimed to do so “to solve puzzles or challenges,”
and 5% said they hacked to “make society a better place to live.” They found that only a small
proportion of bad hackers were malevolent. The data in this paper is derived mainly from
hackers who are not driven by profit.


A hacker may also be a political activist. “Hacktivists” often define themselves as hack-
ers with political consciences (Denning 2000; Jordan and Taylor 2004). Recently, more and
more cases of hackers’ political activities have been reported. Since the “Al-Kuds Intifada,”
the Palestinian uprising that began in October 2000, we frequently hear and read about “vir-
tual battles” between Israeli and Arab hackers taking place over the Web. Politically driven
“cyber wars” also took place during the tension between the United States and China follow-
ing the collision of a U.S. spy plane and a Chinese jet fighter. On May 10, 2001, the online
edition of The New York Times featured news that Chinese hackers had attacked 1,000 U.S.
Web sites, and that American hackers penetrated into hundreds of Chinese sites, leaving mes-
sages such as “We will hate China forever and we will hack its sites.”


In sum, it seems that the attitude toward hackers conforms to Lemert’s concept (2000)
of unstable equilibrium in societal reaction to deviance, as it arouses positive evaluations and
reactions as well. Our question, therefore, is whether in light of this ambivalent societal reac-
tion the neutralization techniques used by hackers are different from those used by other types
of deviants.


METHOD


Stories about computer pirates, hackers, and phone phreaks have become common. In view
of the growing concern about computer crime and the expectation that a significant part of
future transgressions will involve cyber crime (e.g., Denning 2000; Stephens 1998), it is
important to investigate hacker activities and understand their neutralization processes. Few
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studies have examined hacking activities from the perspective of the operators themselves,
that is, their perceptions, attitudes, behaviors, etc. According to Skinner and Fream (1997,
496), “Most studies on computer crime have been carried out on the victims of computer
crime rather than the perpetrator.” For example, both the 2006 CSI/FBI survey and the 2006
Internet Crime Report of the National White Collar Crime Center of the FBI are based on
responses or complaints by victims rather than reports by perpetrators, and they do not ana-
lyze perpetrator accounts. The academic literature on crime and delinquency has neglected
this area (Yar 2005). Specifically, little is known about the hackers’ drive.


Researchers have only vague ideas on what really pushes hackers to hack, that is, what
their motivation is. Although this is a key issue, too little efforts have been made to understand
motivation of the modern generation of hackers. Since only anecdotal and self-reported evi-
dences are available, we might conclude that research in this problem area is not advanced
enough (Voiskounsky and Smyslova 2003, 172).


Despite the difficulties researchers face in gaining access to the hacker community, (see
Jordan and Taylor 1998; Voiskounsky and Smyslova 2003), I was able to conduct 54 unstruc-
tured, in-depth, face-to-face interviews with Israeli hackers. I used the narrative interview
technique (Rosenthal and Bar-On 1992) to obtain the life stories of the participants. In the
biographic narrative interpretive method (Wengraf 2001), the first part contains the main 
narrative, usually the life story, told without interruptions. I used nonverbal means and par-
alinguistic expressions of interest and attention to encourage interviewees to open up: body
language (an attentive listening posture and a degree of eye contact) and nonverbal sounds
such as “hmm” to indicate that I was listening. The second part was the “asking questions”
stage. I collected information based on the narrative, elaborating on the biographical events
mentioned earlier by the interviewees, and about additional aspects of the main story.


Locating interviewees required intensive efforts to establish connections and make the
acquaintance of various informants and of suitable potential candidates. I located seven inter-
viewees through media reports (one was interviewed on TV and six appeared in magazine
reports); five at Israeli hacker conferences (one called Movement, a demo scene party, and the
other called Y2Hack); one interviewee at an Israeli conference about information security;
two through the Internet (arranging a face-to-face interview on ICQ); and six with the aid of
other informants (journalists, a radio broadcaster, and the owner of a computer company).
Two interviewees approached me when I was lecturing on computer crime (each at a different
lecture). Acquaintances and family members were the source of six other interviews. The
remaining 25 interviewees came as a result of snowball or chain referrals. I asked participants
to recommend others. I had many small chains of referral (16) because the initial interviewees
did not always recommend additional ones. For example, of two interviewees who approached
me after the lectures, one referred me to another interviewee, the other did not.


The interviews were conducted in 1998 and 1999 in the hackers’ homes or in such pub-
lic places as coffee shops, according to interviewee preferences. I took notes during the inter-
views, recording the words of the interviewees almost verbatim. I assigned each interviewee
an identification number, without any identifying details. The interviews lasted an average of
three hours (the shortest was two hours, the longest eight). In a few cases, more than one
meeting was necessary to complete the interview. At the end of the interview, I asked whether
there was anything they wanted to add or felt that they had missed, then thanked them and
ended the session. Later, I sent them a thank you note by e-mail. In most cases, interviewees
responded positively, saying that they should be thanking me.
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I analyzed the data using qualitative techniques that included two main stages: the gen-
eration of categories and the forming of hypotheses (Glaser and Strauss 1967, 35). Generating
categories is referred to as “encoding”; Strauss (1987, 25) called it “the concept-indicator
model.” After a close reading of the interviews, I assigned names to classes of actions or
events based on a series of indicators. Comparing indicators and comparing and contrasting
similarities, differences, and inconsistencies helped generate the coded categories. After I
defined a set of categories that covered the hackers’ neutralization techniques, based on their
accounts of hacking activities, I generated a series of hypotheses or theoretical propositions
(Strauss and Corbin 2000). These propositions were based on conceptual relationships between
categories and sub-categories. I continued this process until the categories and propositions
were verified by constantly referring back to the data for impressions, and saturated; that is,
despite new data and additional detail, they remained stable.


Hackers were mostly males (51 out of 54 interviewees). They were white, nonviolent,
from upper-middle-class families, mostly with no prior criminal records (only six reported a
criminal record, of which five were in computer crime). Average age was 24, with a range
between 14 and 49, and the most common age group between 20 and 30, indicating that the
phenomenon does not reflect only adolescent delinquent behavior. This profile matches
other findings in the literature that most hackers are young adult males, have no previous
criminal record, are white, nonviolent, and come from upper-middle-class backgrounds (Ball
1985; Forester and Morrison 1994; Gilbora 1996; Hollinger 1991; Hollinger and Lanza-
Kaduce 1988).


NEUTRALIZATION TECHNIQUES OF HACKERS


Hackers used accounts to justify three types of computer offenses they had committed:
(1) software piracy (unauthorized duplication of pirated software, unauthorized distribution of
pirated software, cracking software or games, and selling cracked pirated software); (2) hack-
ing (unauthorized accessing of computer systems, using illegal Internet accounts, development
and/or distribution of viruses, browsing or reading other users’ files, stealing computer-stored
information, causing computer systems to crash, using stolen credit cards from the Internet);
and (3) phreaking (using either technology or telephone credit card numbers to avoid charges
for long-distance phone calls). Most of these offenses are of the same type as attacks or
instances of misuse detected by the 2006 CSI/FBI survey (such as viruses, unauthorized
access to information, denial of service, system penetration, theft of proprietary information,
system penetration, Web site defacement, and sabotage).


Indeed, although the nature of cyber crime is constantly changing, hackers who are
not motivated primarily by greed are still a group apart with unique characteristics.
Hackers’ activities not driven by profit and similar to those described in this paper continue
to make headlines. For example, Netherby reported on HD DVD encryption code broken
and posted online by a hacker for the benefit of tech-savvy users to break the content pro-
tection on HD DVDs; the popular Web site Digg.com allows posts containing this crack
(www.videobusiness.com, March 5, 2007). Spero news reported the editors of a Catholic
Web site claiming that their site was brought down by Muslim hackers from Turkey
(www.speroforum.com, May 22, 2007). The following is an analysis of hackers’ accounts
of their use of neutralization techniques.
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Denial of Injury


Deviants make a distinction in assessing the extent of damage caused by their behavior, and
justify their behavior by determining the amount of harm it may have caused, if any. Hackers
try to prove that although their behavior deviates from the norm it does not hurt anyone or that
the harm is insignificant. Sykes and Matza (1957) noted that a deviant could define vandalism
as mischief because the people whose possessions were destroyed or stolen can easily afford
it. Interviewees used this technique to report copying, cracking, and distributing protected
software, using other people’s Internet accounts, browsing through other people’s files, pro-
gramming and sending viruses, and using other people’s credit cards. Even when it was clear
that damage had been done, hackers found it comfortable to claim that they had no malicious
intentions.


For example, Ran (all names are fictitious), who developed viruses “for the challenge in
it, and to see how it works,” said that sometimes when he wanted to get back at someone he
would send him a virus. He felt surprisingly at ease with it, claiming that he had no malicious
intentions:


I wrote viruses. I was also interviewed about how they work. I became quite good at it,
though today I’m not up to date. I wrote some for myself, I didn’t distribute them
that much. I didn’t mean to do any harm, it was all for the challenge. I wanted to
see how it works . . . That’s the thing about being a hacker. You don’t know when
it’ll kick in [the virus]. That’s the “human” thing—it’ll do unexpected things at
unexpected times. It’s smart, the way it multiplies.


Q: How did you feel the first time you wrote a virus?


A: It was fun; I was satisfied, creating something so perfect, working, multiplying. I
was the least interested in the damage it does. What interested me was that I tell it
what to do. It’s inside [the system], and you program it what to do, what not to do.
I was never into destruction, it never interested me. (All quotations have been
translated from Hebrew.)


Computer-related offenses are a new type of offense that is not physically tangible. The
domain of computer hacking is generally considered to be virtual space, or a “space without
bodies” (Thomas 1998). According to Michalowski and Pfuhl (1991), hacking is an offense in
which the offender might not feel, in the physical sense, that damage has been done, because
electronic information in computer systems can be “stolen” without physically taking or
touching it. The following example refers to the intangibility of the offense:


First of all, where did it all start? The first stage is developing the software. Software is a
strange bird. It’s not a product, it’s definitely an outcome of something, but it’s not something
tangible. You cannot see it with your eyes but you can download it through the net, so it is
difficult (Ronen).


According to hackers, downloading information is copying, not stealing (Denning
1990). Gad says, “It’s not that I’m stealing somebody else’s cucumber. The cucumber stays
there. I don’t have the money, Microsoft does. If I have to pay, I wouldn’t be able to afford my
breakfast; Microsoft could, even if I don’t pay it.” When the interviewees claim that damaging
an institution or an organization is different from damaging an individual person, they mean
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that companies are not really damaged and can easily overcome such invasions; they neutral-
ize their sense of guilt by denying the injury.


Hackers who offered accounts based on weak deterrents tried to show that, although
their behavior was deviant, its consequences were insignificant (Sykes and Matza 1957). Uri
presented his and his friends’ behavior—breaking into computer systems—as “mischievous
acts” that should not be punishable. Only when he saw friends arrested and sentenced did he
decide to stop (“Once it became dangerous, and I became aware of the danger, I saw the
ground burning, so I decided to stop.”). Aviram said:


[I would copy software] but I’m afraid to sell and make a business out of it. It depends on the
chances of someone actually knocking on my door and punishing me for copying software. I
know that what I’m doing is a crime, but I’m OK with it. It’s the norm; it doesn’t feel like a crime.
It never bothered me.


Hackers who explained their unauthorized browsing the contents of other people’s com-
puters as “voyeuristic” curiosity often neutralized their guilt by claiming that as long people
are not aware that somebody is browsing through their files they are not harmed and no dam-
age is being done:


That’s the motive for browsing through other people’s content (Tiran).


I want to have access to all the things people do all the time, preferably without their knowledge.
Information must be free (Gad).


After I have satisfied my curiosity, they’re useless to me (Oren).


Denial of the Victim


Using this technique, deviants can neutralize their guilt by persisting in the idea that any damage
done was justifiable under the circumstances. The victim is in fact not a victim but a person
deserving of punishment (Sykes and Matza 1957). According to Scott and Lyman (1968),
deviants who use this technique describe four categories of punishable people as legitimate tar-
gets: (a) close enemies who have harmed the offender directly; (b) people who do not conform
to normative social roles, such as homosexuals and prostitutes; (c) groups with tribal stigmas,
such as ethnic minorities; and (d) remote enemies, who hold positions perceived as questionable
or corrupt, such as politicians. By extension, objects and possessions that represent such people
are also targeted. Here, the offender assumes the role of “avenger” and “crusader for justice,”
and the victim is a sinner needing to be punished. In a similar way, a thief would justify stealing
from a store owned by a person he believes to be a criminal.


Hackers who committed offenses such as spreading viruses, crashing computer sys-
tems, removing other users from the network, or deleting content from other people’s comput-
ers justified their actions by revenge. For hackers, the easiest way to “pay someone back” is to
employ malicious practices (viruses and such), as these capabilities are readily available
within their toolbox.


Hackers can cause intentional damage to whoever is marked as “the enemy.” Sending a
virus to someone who “deserves it” makes the offense guilt-free. Ben, for instance, uploaded
a Trojan type of computer virus to a bulletin board because the operator was not nice to him.
Ben said, “He was a stinker to me. Not a problem. Don’t forgive—get back, get even. Scene
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of solely revenge . . . he deserved it, you feel a cool kind of satisfaction.” Shaul spoke about
a large factory that decided to discontinue his employment and refused to pay him the money
they owed him, so he ran “one of mine Trojans that take over on the computer system
remotely.” He smiled: “three weeks of crashing systems, then the check arrived.” In most
cases, the victims belonged to the “close enemy” category of punishable people—people who
hurt them, insulted them, spread rumors, etc.


Hackers often perceived Microsoft as a remote enemy against whom any offense was
justified. Oren, for instance, stated that “we’re the only ones who can confront the giant cor-
porations, we have the knowledge, and knowledge is power. Because of Microsoft’s domi-
nance, we see it as our enemy.” Boaz, who described himself as someone who has neither the
opportunity nor the need to hurt people he knows (“I don’t fight with people that much”),
directs his vandalism against Nazi sites. He is a hacktivist:


Vandalism in Israel is also about [attacking] Nazi sites; it’s just one of the methods. You make
a homemade virus, it’s very easy. All you need is a little know-how. The problem is getting it
into the server, according to the specific virus, what it does; but from then on, it’s quite
easy . . . The thing about Nazi sites is erasing and destroying the content, or changing—replacing
everything that’s there with an anti-Nazi site I prepared. It is about revenge, vandalism, anger
at other people.


Condemnation of the Condemners


Offenders use this technique to divert attention from their offense to the motives and behav-
iors of those who criticize and accuse them. Use of this technique is based on the fact that
most people violate some norms from time to time; the deviants point out the deviations of
their accusers, thereby dismissing their right to accuse or prosecute them. The offenders
might call the accusers hypocrites, deviants in disguise, or driven by malice (Sykes and
Matza 1957).


In today’s world, in which giant corporations control the economy (Duff and
Gardiner 1996), hackers (Levy 1984) mistrust the authorities and promote decentralization.
They view the freedom of information as an ethical point of utmost importance, and confront
the giant corporations that attempt to limit, in their opinion, free information. According to
Hollinger (1991), from a hackers’ point of view, infringing on software copyrights, distrib-
uting passwords, and illegal logging and browsing are not deviant behaviors but symbolic
expressions of their resentment against the large bureaucracies that control the media and
the sources of information. They see the “real” criminals of the computer world as the pri-
vate corporations, institutions, and government agencies that try to prevent access to the
abundance of information they control. When Bar asks “if there is a software that can make
someone in the world do something good, why should he be deprived of it?” he criticizes
the software companies and presents himself as fighting for a common cause, the freedom
of information. When Ronen says “The software giants are unrealistic. Instead of saying
‘you’re criminals,’ do something about it,” he diverts attention from his illegal practices to
the software manufacturers’ conduct.


Hackers often divert attention from their acts to what they define as tyrannical and over-
powering bureaucracies that, in their eyes, are the real criminals of the computer world. Gil’s
words (“I’m willing to donate ten shekels [approximately $4.00] a month toward the pie that
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Bill gets in the face every month.”) and Ami’s words (“I feel a moral commitment to screw
Microsoft.”) illustrate the hackers’ feelings against Microsoft, and were echoed by many other
interviewees. Hackers have indeed affected the development of the open-source movement,
and they usually practice what they preach. For example, Linux users are encouraged to use,
test, and further develop their programs.


Hackers showed a fundamental reluctance to pay the prices charged by the software
companies, which they say are too high and unfair. In addition to claims about high prices
(“insane”), hackers often perceive themselves as “crusaders,” struggling for free and open
information. As Amir said, “everything is free—that’s the way it should be.” The hackers’
claims about the requirement to pay large amounts of money can be seen as an attempt to dic-
tate a new social order, in which the reality (more and more people copying software) would
dictate terms to software developers.


Hackers also justify their actions by the ease with which they operate, placing the onus
on the victims who failed to protect their computer systems. Using the ‘condemnation of
condemners’ technique, hackers blame the company owners and information security
experts for their violations; had they properly protected their information, leaving no “back-
doors” open, nobody would have broken into their systems. For example, some claim that
massive virus and worm attacks are often caused by Microsoft issuing alerts to its many
users about a potential breach in Windows security, which was previously known only to a
few academics. Microsoft then supplies a patch, but only a portion of users apply it. In the
meantime, hackers are alerted by Microsoft and write worms to take advantage of the adver-
tised breach. Sykes and Matza (1957, 669) maintained that the “orientation toward the con-
forming world may be of particular importance when it hardens into a bitter cynicism
directed against those assigned the task of enforcing or expressing the norms of the dominant
society.” This attitude is exemplified by Ran’s words: “If I succeeded in doing it, it must be
legitimate. If I got in there, it was open. I don’t enter closed places.” He blames inadequate
security rather than himself.


Appeal to Higher Loyalties


Deviants using this strategy admit committing the offense and do not deny possible damages
but justify the offense by claiming that it was committed to protect higher values, such as loy-
alty to the group, responsibility toward the family, or love for one’s spouse, which are more
important than obeying the law. Deviants must break one norm to observe another, more
important one (Sykes and Matza 1957).


Sykes and Matza (1957) may not have referred only to normative, acceptable loyalties.
For example, Piquero et al. (2005), who investigated techniques of neutralization in corporate
crime, found the company’s profit as the criminals’ primary (if not only) loyalty. Hackers
assign utmost importance to the freedom of information ethics. For hackers, curiosity gener-
ates a desire to learn and know as much as possible and a need to explore the boundaries of
whatever is within discoverable range. Hackers who contend that their conduct was a result of
craving for information and knowledge actually regard knowledge as a socially revered value.
Ben wants “to be the most up-to-date, to know a lot about everything. For me, it’s about com-
munication. To find out things, also about people . . . it’s like a library.” He actually represents
this desired value and ignores the practices he uses to obtain the information. This is how he
repudiates any feelings of guilt.
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Self-Fulfillment


The “self-fulfillment” technique (Scott and Lyman 1968) is used to justify conduct regarded
by others as undesirable. For example, people who abuse drugs claim that the drugs expand
their consciousness. Accounts of fun, enjoyment, and thrill, and of computer virtuosity, which
are most prevalent among hackers (Turgeman-Goldschmidt 2005), exemplify the self-fulfillment
neutralization techniques. These accounts are given in general for a variety of computer
offenses. Mor’s account is typical:


I did it for the fun of it, breaking into places, doing illegal things . . . I liked the feeling that they
might catch me, the feeling that you’re communicating with somebody and you know you’re
smarter than he is, and he doesn’t know it. It gives you a feeling of superiority and control.
That’s the feeling. Basically, it all comes from the same place—you’re doing something that
nobody else thought of. You have the power to do things that are more sophisticated; it’s compet-
ing with the world—to do things that others think I can’t. Stealing students’ computer access
codes is one thing, but I’m talking about much more difficult things . . . I helped friends get
good jobs in the army, it gave me a sense of an ego trip, like a girl walking down the street and
everybody looking at her even if she doesn’t want anything. Computers sent me on an ego trip,
everyone knew I was the best, I proved it to everybody and to myself. A real ego trip . . . The
thrill of hiding. Voyeurs like prying. It’s about curiosity. It’s one of the strongest human urges.
When I discovered my sexuality, I would go to the university dorms to see if anybody was doing
anything. We would watch through binoculars for hours. My friend had a neighbor, a great look-
ing girl. It’s about watching her and knowing she can’t see you, the same with hpc [hacking,
phreaking, cracking].


Hackers view their activity as a type of “self-fulfillment” (Scott and Lyman 1968) that
enables them to achieve enjoyment and to demonstrate their ability and superiority in the use of
computers and software. In Gil’s words, it is “to do the impossible,” or, as Ami said, “to break
the boundaries, to be smarter than someone else.” Shay said: “It’s all my work, totally . . . what
I like is to compete totally with the computer. I call it ‘computer masturbation’ . . . taking a
software I don’t know and establishing control over it.” His emphasis is on knowledge of the
computer and its programs and on control over them.


I’m a hacker, enter my world . . . mine is a world that begins with school . . . I’m smarter than
most of the other kids, this crap they teach us bores me . . . Yes, I’m a criminal. My crime is that
of curiosity . . . My crime is that of outsmarting you, something that you will never forgive me
for (Hacker called “The Mentor” in Phrack, 1986).


In sum, hackers used neutralization techniques employed by other deviants: denial of
injury, denial of the victim, condemnation of the condemners, and appeal to higher loyalties
(Sykes and Matza 1957), as well as a sense of self-fulfillment (Scott and Lyman 1968), but not
two common neutralization techniques: denial of responsibility (Sykes and Matza 1957) and
the sad tale (Scott and Lyman 1968).


DISCUSSION


Hackers used most of the neutralization techniques. Denial of injury appears in their claims of
lack of malicious intentions, intangibility of the offense, weak deterring factor, and “voyeuris-
tic” curiosity. Denial of the victim is present in their claims for revenge. Condemnation of the
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condemners is manifest in their claims of the need to confront the giant corporations that limit
the freedom of information and charge high prices, and in the ease of execution that the vic-
tims make possible by not protecting their systems. Appeal to higher loyalties appears in their
claims of curiosity for desire for knowledge. Self-fulfillment is demonstrated by describing
hacking as an activity that enables them to achieve enjoyment, thrill, and computer virtuosity.


But hackers are unique in the two neutralization techniques that they did not use: denial
of responsibility and the sad tale. The common denominator of these techniques is that they
are external, with the operators presenting themselves as not being responsible for their
actions, as passive actors controlled by external forces. Rotter (1966) studied how individuals
attribute the outcomes of their actions. People who view themselves as being able to “control”
events are referred to as “internals,” whereas those who believe that events are beyond their
control are characterized as “externals” (external locus of control). Externals believe that rein-
forcements in their life are the consequence of outside forces such as luck, fate, or chance
rather than their own efforts (Rotter 1966). Hackers use only neutralization techniques based
on internal neutralization—denial of injury, denial of the victim, condemnation of the con-
demners, and appeal to higher loyalties, as well as a sense of self-fulfillment, in which they
act in the name and for the purpose of something. They do not use external techniques in
which the actors are being acted upon rather than acting themselves.


In denial of responsibility, the deviants define themselves as not responsible for their
deviant actions: “In so far as the delinquent can define himself as lacking responsibility for his
actions, the disapproval of self or others is sharply reduced in effectiveness as a restraining influ-
ence” (Sykes and Matza 1957, 666). This technique is based on such claims as mistakes or acci-
dents. More important, deviants can claim that their behavior is the consequence of uncontrol-
lable external powers such as unloving parents, an unsupportive spouse, or poverty (Sykes and
Matza 1957). The individual who uses this technique has a “billiard ball conception of himself in
which he see himself as helplessly propelled into new situations” (Sykes and Matza 1957, 666).


Other types of deviants (violent, nonviolent, and white-collar) used the denial of
responsibility technique widely. They view themselves as being acted upon rather than acting.
For examples, the rapist who claims that his alcohol and drug use “brought out what was
already there but in such intensity it was uncontrollable” (Scully and Marolla 1996, 111); the
shoplifter who says, “I never boost when I’m straight. It’s the pills, you know?” (Cromwell
and Thurman 2003, 543); or the transgressing physicians who “typically laid the blame on a
wide variety of persons other than themselves” (Jesilow, Pontell, and Geis 1996, 75). It is rea-
sonable to believe (and worth examining) that profit-driven hackers, such as those who steal
electronically stored information or money, show greater similarity to other types of deviants
and use denial of responsibility techniques, unlike hackers who are not motivated by profit.


External factors are also used to explain deviation by means of the “sad tale” technique
(Scott and Lyman 1968), where deviants structure their biography in a way that accounts for
their deviance, and spin a tale of selective and distorted facts that emphasizes their dark and
difficult past. For instance, the violator of financial trust, who tells the following story
(Benson 1996, 70): “As a kid, I never even—you know kids will sometimes shoplift from the
dime store—I never did that. I had never stolen a thing in my life . . . but there are some psy-
chological and personal questions that I wasn’t dealing with very well. I wasn’t terribly hap-
pily married. I was married to a very strong-willed woman and it just wasn’t working out.” In
this example, the offender goes further “to explain how, in an effort to impress his wife, he
lived beyond his means and fell into debt” (Benson 1996, 70).
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The nonuse of external justification to neutralize hacking activities is meaningful. The
fact that hackers do not feel the need to deny their responsibility or to tell a sad tale implies
that they take pride in who they are and in what they are doing, and feel no shame or guilt.
Although they are perfectly aware of the fact that they are breaking the law, hackers oppose
labeling their actions as offenses.


Hackers do not develop a deviant identity in its negative meaning. They are usually not
after economic gain and view their actions positively, which leads them to view themselves as
information warriors rather than criminals. Hackers perceive themselves as “positive
deviants.” Dodge (1985, 18) defines positive deviance as “those acts, roles/careers, attributes
and appearances . . . singled out for special treatment and recognition, those persons and acts
that are evaluated as superior because they surpass conventional expectations.” According to
Heckert (1989), acts or attributes that deviate from the norm constitute deviance. Geniuses,
artists, and exceptional athletes are examples of positive deviance, located at the other
extreme of the same continuum on which negative deviants and criminals reside. Hackers
view themselves as “positive deviants” because they demonstrate qualities and behaviors that
are extraordinary and desirable (Ben-Yehuda 1990; Heckert 1989), such as computer knowl-
edge and virtuosity, and because they regard themselves as agents of positive social change
(Ben-Yehuda 1990) in the struggle for free information. “There is a strong romance to outlaw
cultures and some of the hacker attacks seem to be youthful modern versions of keyboard
bandits wishing to be Billy the Kid or Bonnie and Clyde” (Kling 1996, 5).


Other offenders who do not attribute their activities to external forces are the political
criminals. Studies of political crime or political deviance are often occupied with the con-
trasting perceptions of such behaviors as heroism and crime (Ben-Yehuda 1990, 1992; Hagan
1997; Schafer 1974). Schafer (1974, 2–3) explained:


In the Classical sense, a hero (from the Greek heroes) signifies a man of great courage, strength,
and skill who sometimes possesses supernatural powers, who stands up against destructive
monsters, demons, and other ruinous forces, or who excels in wars and exploits against other
worlds, sometimes superhuman worlds, or against oppressors who are of his own nation, tribe, or
family . . . In more sophisticated societies, new elements have altered the traditional ancient
image of the hero . . . Not only have those who battled external powers been regarded as heroes
but also, more and more, those who fought internal evils as well.


The political deviant is particularly interested in publicity, unlike regular deviants, who
are usually interested in concealing their activity (Ben-Yehuda 1990). Publicity enables polit-
ical deviants to attain recognition and prestige, as is often the case with hackers. This is not to
say that there are no significant differences between the nature of the activities and the
rhetoric used by hackers and political activists; but there is a definite similarity between these
two groups of offenders.


Ben-Yehuda (1992) offered a typology based on three types of political deviance: chal-
lenges to rulers, challenges from rulers, and contests between symbolic moral universes from
different cultures. It seems that there is a common denominator between hackers and political
criminals in the first type (challenges to rulers), which includes symbolic acts from the
periphery toward the center that challenge the right of the rulers to rule. This is the most dan-
gerous type, because it challenges the legitimacy of the center.


Examples for this type are civil disobedience, rebellion, and guerrilla and terrorist
attacks. A contemporary example is the Palestinian uprising in the Israeli-occupied territories
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(Intifada) that began in October 2000. Thus, the definition and evaluation of the consequences
of deviancy are relative and depend on the point of view of the observer (Ben-Yehuda 1993,
12); the assassin can be stigmatized as negative, criminal, and dangerous, or revered as a rev-
olutionary hero. In the latter case, deviants also have such attributes as respectability, legiti-
macy, and heroism (Ben-Yehuda 1992). This means that any deviant act can be perceived as
either negative or positive deviance (Ben-Yehuda 1990, 1993; Heckert 1989).


While many in Israeli society perceive those who make or deliver bombs or explosive
materials and the terrorists and suicide bombers who deliberately murder innocent people as
criminals, for many Palestinians they are “martyrs,” heroes, sanctified avengers, who earn a
reward in heaven. Sacrifice is redefined as heroic death and hailed as the harbinger of
national renewal (Cromer 2001, 6). The perpetrators of what appears to Israelis as terrorist
acts do not view themselves as criminals and do not deny their responsibility for their activ-
ity. Cromer (2001) argued that terrorist acts always include claims of responsibility. Like
hackers, the perpetrators of terrorist acts claim responsibility for their acts and use internal
justifications.


CONCLUSION


The common factor that enables both hackers and political offenders to present themselves as
heroes or as positive deviants is that both groups receive support and sympathy from a signif-
icant group within the societies in which they operate, which enables them to view their own
actions as positive. They can, therefore, structure their identities as positive deviants, instru-
mental in achieving positive social change in the long run. Deviance always involves a chal-
lenge to power or the dominant morality (Ben-Yehuda 1992, 80). The ambivalent attitudes
displayed by parts of the population and even by the legal system can be explained partly, as
Lemert says, by “a generalized culture conflict which affects such a large majority of the pop-
ulation that little consistent action is possible” (Lemert 2000, 34). Thus, hackers become a
political challenge aimed at the existing social order of the “information age” (Forester 1985),
in which people trust computer information technologies implicitly.


This chapter has shown that the use and nonuse of specific techniques of neutralization
can shed light on the differences and similarities between various forms of deviance.
Although there are significant differences between hackers and political deviants in their
rhetoric and the nature of their activities, there is also a significant amount of intriguing simi-
larity between the two groups of deviants. Their choice not to use the common neutralization
techniques based on external factors (denial of responsibility and sad tale) reveals more about
how society looks upon these two groups than about the deviants themselves.


K E Y  T E R M S


Computer hackers Phreaks
Hacking Political criminals
Neutralization techniques
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Abstract


Computer hackers represent an increasingly significant yet misunderstood problem for com-
puter users across the globe (Furnell 2002). Academic research from a variety of disciplines
has contributed to our understanding of the hacker. However, there has been very little
research on the way these individuals operate individually and in group contexts. This study
examines hackers’ current level of organization through complexity of divisions of labor,
coordination of roles, and purposiveness of associations between hackers (Best and Luckenbill
1994; Decker, Bynum, and Weisel 1998). Three qualitative data sets were created, analyzed,
and triangulated to address this question. These analyses indicate that hackers operate along a
continuum of organizational sophistication. The implications of this research on the academic
study of computer hackers are explored.


INTRODUCTION


Internet use has dramatically affected the way people communicate and do business across
the world (see Jewkes and Sharp 2003). Businesses depend on the Internet to draw in com-
merce and make information available on demand. The banking and financial industries have


Chapter 17
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1Meyer’s (1989) research was based on the first edition of Best and Luckenbill’s work from 1982. The current
study works from the second edition of Best and Luckenbill’s (1994) work, though there have been relatively
minor substantive changes across the versions (p. vi).


implemented new technology, enabling customers to gain access to their funds and accounts
with relative ease. As the world comes to rely on computers and rapidly changing technolo-
gies, the threat posed by computer criminals has become increasingly significant (see Furnell
2002; Holt 2003; Wall 2001).


The threat posed by one particular kind of computer criminal, the hacker, is of most
concern (see Furnell 2002, 28). Computer hackers are individuals with a profound interest
in computers and technology who have used their knowledge to access computer systems
(Schell, Dodge, and Moutsatsos 2002). Many in the general public identify hackers as a pri-
mary threat to computer security, and there is significant media attention given to dramatic
computer crimes attributed to hackers (Furnell 2002, 29). Individual nations and international
bodies have recently created legislation to combat hacker-related crimes (Norman 2001). In
fact, the U.S. federal sentencing guidelines for hacking have been expanded to provide life
sentences if a hack leads to injury and death (Krebs 2003). The business community has also
taken action to proactively fight against hackers. For example, Microsoft recently announced
they would offer monetary rewards for information leading to the capture of computer hack-
ers and virus writers (Lemos 2003a).


Researchers from a variety of fields, including criminology (Holt 2007), computer
science (Furnell 2002), and psychology (Woo 2003), have developed a diverse literature on
computer hackers. This scholarship has improved our knowledge of the attack methods and
subculture of computer hackers, though few have examined the way hackers operate individ-
ually and in group contexts (except Meyer 1989). Most deviants have relationships with one
another and form associations, especially in the context of subcultures (see Best and
Luckenbill 1994). A study by Meyer (1989) found hackers had connections with others
online, though they overwhelmingly offended alone.1


The insights generated by Meyer’s research have been used by law enforcement agen-
cies to combat the threats from hackers and hacker groups (Best and Luckenbill 1994); how-
ever few have subsequently explored this issue with on- or offline data. Considering the vast
shifts in computer technology over the past two decades, it is entirely possible that the struc-
ture and nature of hacker relationships have changed on- and offline. For example, hackers
have become involved in online terrorism (Williams 2001) and organized crime (Kleen 2001),
but it is unknown how prevalent these groups are in hacker subculture. Thus, it is critical to
explore hacker social organization to improve our knowledge of modern hackers and better
combat their activities.


This qualitative study attempts to address this gap using three data sets, including 
365 strings from six hacker Web forums, interviews with active hackers, and observations at
a hacker convention. Grounded theory techniques (Corbin and Strauss 1990) were used to
analyze these data, and the results are compared against previous research to consider any
similarities or changes that have occurred. The significance of these findings for the larger
academic study of hackers is also discussed.
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338 Chapter 17 Lone Hacks or Group Cracks


THEORIES OF SOCIAL ORGANIZATION


Social organization frameworks provide a way to account for relationships between deviants,
and how they form, persist, and operate (Best and Luckenbill 1994). Sociologists have devel-
oped organizational frameworks to examine deviant behavior (Cressy 1972; Miller 1978),
however, Best and Luckenbill (1994) provide the most comprehensive theoretical framework
for understanding the organizational features of deviant subcultures. Their classification
scheme for examining the organizational sophistication of groups was measured based on
four characteristics: associations between deviants; participation in deviance individually or
collectively; the division of labor within the group; and how long their deviant activities
“extend over time and space” (Best and Luckenbill 1994, 12). These characteristics create a
continuum of organizational sophistication along which Best and Luckenbill (1994) classify
five forms of deviant organization: loners, colleagues, peers, teams, and formal organizations
(see Table 17-1; Best and Luckenbill 1994, 12).


Loners are the least sophisticated group, as they associate with one another infre-
quently and do not participate in deviant acts together (Best and Luckenbill 1994, 12).
Colleagues are the next most sophisticated group, because individuals create a deviant
subculture based on their shared knowledge. Despite this connection, colleagues are not very
sophisticated by measures of social organization: they do not offend together, have no
division of labor, and do not exist over time. Peers have all the characteristics of colleagues
and offend together. However, they are relatively short lived, with no division of labor
(Best and Luckenbill 1994, 12). Teams are more sophisticated than peers. They last for
longer periods of time and have an elaborate division of labor for engaging in deviance
(Best and Luckenbill 1994, 23). The formal organization is the most sophisticated deviant
organization that Best and Luckenbill include in their framework. Formal organizations have
all the elements of teams, as well as extended duration across time and space (Best and
Luckenbill 1994, 12).


TABLE 17-1 Best and Luckenbill’s (1994) Social Organization Framework


Organization Characteristics


Mutual
Association


Mutual
Participation


Division 
of Labor


Elaborate 
Extended


Organization


Loners No No No No
Colleagues Yes No No No
Peers Yes Yes No No
Teams Yes Yes Yes No
Formal
Organizations Yes Yes Yes Yes


Source: Best and Luckenbill (1994, p. 12)
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2This structural similarity between hacker groups and gangs is relatively unsubstantiated in the text by Mann
and Sutton (1998). Additionally, it is unclear why Slatalla and Quittner use the term “gang” throughout their
research other than to create a sort of moral panic around hacking (see Thomas 2002). Thus, the similarities
between hacker groups and gangs are not fully understood or supported at this time.


Previous Research on Hacker Social Organization


Using this framework, Meyer (1989) examined hackers with ethnographic data generated
from 17 months of participant observation online, including Bulletin Board Systems (BBSs),
e-mail, and phone communications with hackers. He found that computer hackers functioned
as colleagues because they developed a subculture centered on communications technology
(Meyer 1989, 63). This subculture created a network where hackers could socialize and
exchange information with others, as well as indoctrinate new members into their subcultural
norms and values (Meyer 1989, 63).


Still, the majority of hacking was performed alone because of the sheer physical dis-
tance separating individuals online. Additionally, a great deal of competition existed between
hackers because only a finite number of security flaws existed. This drove individuals to iden-
tify and exploit or fix these holes before anyone else does (Meyer 1989, 66). Thus, hackers
were colleagues based on the Best and Luckenbill framework (1994), since they formed a
subculture and shared information, but did not hack with others (Meyer 1989, 63).


There were also instances in which hackers resembled peer organizations, particularly
when individuals organized into cooperative working groups (Meyer 1989, 63). Hacker
groups formed through private and public BBS, where hackers could connect and share infor-
mation with others if they showed some knowledge of the computer underground (Meyer
1989, 51). If one gained access to such BBS, they had the potential to join the group that ran
it. This had a significant benefit: access to valuable information otherwise kept from the gen-
eral hacker population (Meyer 1989, 67). Since sensitive information could be abused or
could draw unwanted attention from law enforcement agencies, such knowledge was shared
only between members of groups (Meyer 1989; Landreth 1985).


Meyer (1989) found that associations with a group could lead to mutual participation in
actual hacks against systems (p. 68). Such relationships moved these hacker groups beyond
collegial associations to create peer organizations. However, most hacker groups were short
lived, had small memberships, no set division of labor, were leaderless, and allowed individu-
als to do whatever they desired (Meyer 1989, 73). These characteristics limited hacker groups
to peer associations rather than more sophisticated organizations. This assertion has been sup-
ported by some recent research indicating that hackers operate in gangs (Slatalla and Quittner
1995; Mann and Sutton 1998).2


Yet, Best and Luckenbill (1994) caution that “a particular type of deviant can organize
in various ways in different societies or at different times” (Best and Luckenbill 1994, 13).
The social organization of any given group is mutable over time and may fall outside of their
classification schema. In that regard, recent research suggests that hackers have grown more
sophisticated and may now, in some instances, constitute teams. Several hacker groups appear
to meet the team criteria, including the Chaos Computer Club, the Cult of the Dead Cow, and
the l0pht (see Furnell 2002).There is also growing evidence that hackers are involved in orga-
nized crime (Williams 2001) and terrorist groups (Kleen 2001), indicating that some hackers
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3The Web addresses and names of groups and users of all sites and forums used will not be provided in this
analysis in an effort to maintain some confidentiality for the hacker groups and forum users. Pseudonyms are
used to refer to all interviewees, unless otherwise stated. In addition, because of the relatively high number of
males involved in hacking (see Jordan and Taylor 2004; Taylor 1999), masculine pronouns are used, unless it
is known that the referent is female.


may now operate in formal organizations. However, it is unclear how common these organi-
zational forms are in hacker subculture.


THE PRESENT STUDY


Given these questions, it is critical to reexamine the current state of the social organization of
computer hackers. This study expands from the previous research (Meyer 1989) through the
use of grounded theory techniques to examine hacker social organization with three qualitative
data sets. These techniques allow the identification of important issues and concepts to emerge
from research subjects. Qualitative data were used to assess hacker social organization as they
provide an insider’s perspective on the topic of inquiry (see Silverman 2001). Multiple data
sets were developed to more fully address this research question and gain access to a large
sample of hackers who are otherwise difficult to access (see Gilboa 1996; Wysocki 2003).


The three data sets examined for this research include 365 strings from six hacker Web
forums, interviews with active hackers, and observations made at the 2004 Defcon Hacker
Convention. Each of these unique sources allows hackers to be viewed in different social set-
tings and from individual and group perspectives. The inductive nature of this study also pro-
vides a way to move beyond the parameters of Best and Luckenbill’s (1994) ideal types and
generate new evidence of hackers’ social organization.


Web Forum Data


The first data set used was a series of 365 posts to six different hacker Web forums. Forums
have been used with some success by researchers examining hackers (Loper 2000; Mann and
Sutton 1998), and function as online discussion groups where individuals can discuss a vari-
ety of problems or issues. An individual creates a post within a forum, asking a question or
giving an opinion. Other people respond to the remarks with posts of their own that are con-
nected together to create strings. Thus, strings are composed of posts that center on a specific
topic under a forum’s general heading. Since posters respond to the ideas of others, the
exchanges present in the strings of a forum may “resemble a kind of marathon focused
discussion group” (Mann and Sutton 1998, 210). As a result, forums demonstrate relation-
ships between individuals, provide information on the quality and strength of ties between
hackers, and specify what information hackers exchange in public forums.


The forums identified for this data set were selected based on several criteria, including
size, traffic, and public accessibility. Forums with both large and small user populations were
identified to represent the range of forums currently operating online. Additionally, high traf-
fic forums with a large number of existing posts were selected, as frequent posts suggest high
activity. Finally, public forums were selected because they do not require individuals to regis-
ter with the site to examine previous posts.3
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TABLE 17-2 Descriptive Data on Forums Used


Forum Total Number 
of Strings


User Population Timeframe Covered
(Months)


1 48 109 11
2 50 20 2
3 50 101 9
4 117 179 2
5 50 110 6
6 50 400 30


A snowball sampling procedure was used to identify the six forums used in this
analysis. An initial publicly accessible forum was identified through searching on Yahoo.com
using the term “hacker Web forum.” The “Links” section of the site was examined for con-
nections to other public forums. Five other forums were identified that met the sampling
criteria to create the total sample. The six forums that compose this data set include a total of
365 strings, providing copious amounts of data to analyze (see Table 17-2 for forum informa-
tion breakdowns). These strings span two and a half years, from August 2001 to January
2004. Moreover, they represent a range of user populations, from only 20 to 400 users.


Interviews with Active Hackers


The second data set collected was a series of in-depth interviews (N=13) with active hackers.
These interviews considered individual experiences as a hacker and any associations or affili-
ations with hacker groups. This provided information on both the computer hacker subculture
and its social organization. Interviewees were identified through the use of a fieldworker,
word-of-mouth solicitations at a Midwestern University, Defcon 12 hacker convention, and IT
listservs. Two methods were used: face-to-face and e-mail interviews. A fieldworker/key
informant was employed, and solicitations were made at a hacker group meeting to generate
interviews locally. Hackers who could be met in person were asked to participate in an open-
ended interview, lasting between two and three hours. These interviews (N=5) were taped and
transcribed verbatim (see Table 17-3).


To expand the sample size and likelihood of respondents, interviews were also con-
ducted via e-mail (N=8). This method helped expand the pool of respondents beyond geo-
graphic limitations. Solicitations were posted to two e-mail listservs, and made verbally at the
Defcon 12 hacker convention. These requests often precluded interpersonal contact or did not
allow the respondent enough time to complete a face-to-face interview. Consequently, respon-
dents were asked to engage in e-mail interviews using the same questions as the in-depth
interview instrument. This allowed respondents to answer the instrument at their leisure.
Once the respondent completed the form, they were returned to the researcher for analysis.
Regardless of the type of interview conducted, the instrument consisted of questions about
individual experiences as a hacker in cyberspace and the real world.
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TABLE 17-3 Interviewees for This Study


Interviewee Interview Method


Face to Face E-mail


Bob Jones Face to Face
Dark Oz E-mail
Indiana Tones Face to Face
jRose E-mail
Kamron Face to Face
Mack Diesel Face to Face
MG E-mail
Mr. J E-mail
Mutha Canucker E-mail
R. Shack Face to Face
Spuds E-mail
Supa Jew E-mail
Vile Syn E-mail


Observational Data


The third data source developed were first-hand observations of hackers at Defcon 12, 
the largest hacker convention held in the United States. This three-day convention, held annu-
ally during the last weekend of July, draws participants from around the world, as well as
researchers who use the convention as a way to gain access to the hacker population
(e.g. Schell, Dodge, and Moutsatsos 2002). The convention is open to the public, and draws in
law enforcement agents, technophiles, attorneys, and hackers of all skill levels. Attendees
must pay $80 at the door to enter the convention. This fee provides individuals with a con-
vention program, conference identification badge, and data disk containing files and informa-
tion for panels, events, and other conference-related materials. There are multiple events,
including panels of speakers and games where individuals and teams compete to hack differ-
ent systems. A marketplace is also set up in the hotel, giving individuals the opportunity to
purchase equipment, videos, books, clothing, and various goods.


Written and tape-recorded field notes were made during panels, games, and social sit-
uations throughout the convention. These observations provided insight on social organiza-
tion based on hackers interacting in this distinctive real-world social setting. Furthermore,
the convention program, data disk, and other onsite materials were included in this analysis.
These materials contain notes from the organizers and founders of the convention on their
perspectives of hackers and hacking culture. Thus, Defcon provides a unique, diverse
setting to examine hacker social organization in action within social situations that are
relatively uncommon.
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4Their research does not explicitly use concepts derived from Best and Luckenbill (1994), but they are concise
and link well with this framework.


Measurement and Analysis Techniques


To assess hacker social organization, grounded theory methodology was used to derive
concepts and information from the data, along with guiding questions from Best and
Luckenbill (1994). Their framework was developed from inductive analyses of empirical
research, considering how “deviant actors organize themselves to pursue their deviant activi-
ties” and how “these basic forms differ in organizational features, such as division of labor,
coordination among the deviant actors, and objectives” (Best and Luckenbill 1994, 9). Best
and Luckenbill (1994) also assessed how these forms develop and persist through the follow-
ing questions: “what conditions shape the development and transformation of organizational
forms,” and “how do organizational forms change over time, and what conditions account for
these changes?” (p. 9).


These concepts were applied along with specific questions from a study on the social
organization of gangs performed by Decker, Bynum, and Weisel (1998) to direct this analysis
of organizational sophistication.4 Decker and his associates (1998) identified and examined
elements of social organization that mirror the larger conceptual questions of Best and
Luckenbill (1994). They used questions assessing the elements of groups, including any for-
mal or informal regulations on behavior and relationships within and across groups.


Specifically, the first series of questions used centers around the complexity of division
of labor, asking whether deviants offend together and about the nature of their division of
labor (Best and Luckenbill 1994, 11). This includes questions about the presence of groups,
their number of members, their relationship to one another, stratification, and the degree of
role specialization. Second, the coordination of roles examines relationships between individ-
uals (Best and Luckenbill 1994, 12). Here, any codes or rules on the regulation of relation-
ships, and how these rules are defined and enforced are assessed. Finally, purposiveness
assesses relationships between groups and how they specify, strive toward, and achieve goals
(Best and Luckenbill 1994, 12). This includes any meetings between groups, their relation-
ships, crimes committed by multiple groups, and any leisure time spent with other groups
(Decker, Bynum, and Weisel 1998, 77).


Thus, these questions were used after the initial phases of data analysis were complete
to refine the analyses. The three data sets were analyzed by hand using grounded theory
methodology to examine the social organization of hackers. Grounded theory techniques per-
mit the researcher to “develop a well integrated set of concepts that provide a thorough theo-
retical explanation of social phenomena under study” (Corbin and Strauss 1990, 5). Inductive
analyses of the data were performed to produce findings based on the respondent’s repeated
comments or observations relating to social organization. The value of a concept was based
on the positive or negative stances of respondents to an issue. In turn, the results were com-
pared against the Best and Luckenbill (1994) framework to assess the organizational sophisti-
cation of hacker subculture. The data were also triangulated, or compared for similarities and
differences, to identify the distinct features of each data set to be connected while situating
each in its specific social setting and context (Silverman 2001, 235).
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FINDINGS


These methods are used to critically explore the social organization of hackers on- and offline.
The analysis is presented based on the four characteristics of social organization identified by
Best and Luckenbill (1994). The contours and connections of relationships between hackers
are described utilizing quotes from the data sets when appropriate.


Mutual Association


In assessing hacker social organization, it was apparent that there were clear interpersonal
relationships between hackers across all data sets. In all, 10 of the 13 (76 percent) interview-
ees said they had friends who hacked, though such friends represented a relatively small per-
centage of their overall friendship network. Vile Syn emphasized this point stating, “I have a
few friends that people would classify as ‘hackers’, but most of my friends really don’t know
much about computers at all.” Often, these friendships are developed during school, such 
as j.Rose who wrote that “through school, I always had friends who worked with computers.”


Social relationships were also evident at Defcon. The conference provides a way to
facilitate mutual associations between hackers by providing a place to interact with others in
the real world. For instance, several Defcon attendees frequent the convention to catch up
with old friends and make new acquaintances. Individuals could be seen sitting together talk-
ing, or in large room-based parties with alcohol and music. This suggests that Defcon pro-
vides a significant, yet unique, opportunity to foster social relationships in the real world that
may not be possible online.


Forum users also had relational ties, structured through their comments and attitudes
toward each other while online. Because the forums were utilized to exchange information,
hackers’ relationships were based largely on the quality of information they shared. If an indi-
vidual gave good information, they would receive thanks or praise from others. For example,
a forum user made the following post after receiving useful information from another poster:
“lol [laughing out loud] thanks for the link Mr. Holmes. I researched this last night . . . but
that was still helpful.” Hackers could also gain a reputation if they were uncooperative or
unwilling to help others. This was exemplified in a post lambasting a user named 0b10ng for
his treatment of others:


0b10ng is one of those guys that come to this board dying to fit in somewhere or atleast [sic] have
some sort of status somewhere because in life he is at the bottom of the totem pole . . . this is the
same thing we learned in kindergarten, people make fun of others to feel better about themselves,
or compensate for inadequate penis size.


Hackers also appeared to have relationships and contact outside of the forums through
e-mail and instant messaging. Posters often put their e-mail addresses at the end of their posts,
or in the text of a message. In some instances, posters discussed making outside contact in the
forums, as in the following exchange:


DOOCEBIGELEOW: My last question about this subject (hope that’s allright.) You people
gave me a lot of great programs to burn dvd’s, but do you also know some
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programs with which I can burn burn-protected cd’s (like games) (It’s legal to
backup your own games  as ).


Thanx Doocebigeleow


B0B0F377: I sent you a link [via] im [Instant Message] PM [tonight], let me know when
you have read it.


However, hackers did not have demonstrably strong or deep relationships with other
hackers on- or offline. The interviewed hackers suggested that relationships with other hackers
represented a relatively small percentage of their overall offline friendship network. Vile Syn
emphasized this point stating, “I have a few friends that people would classify as ‘hackers’,
but most of my friends really don’t know much about computers at all.” In fact, the majority
of interviewees described having “a few” or “two” friends that hack, like Bob Jones who
suggested “there were like three or four of us who did this [hacking].”


The social connections between hackers online were also relatively shallow. Interviewees
noted this fact, such as Mack Diesel, who said, “there were some bulletin boards that I would
visit and maybe throw a shout to some people if I recognized their screen names, but it’s not like
I had a bunch of people that I was really tight with.” The forum data also reflected weak con-
nections between users, since the majority of all posters in the six forums posted less than three
times (see Table 17-4). Between 40 and 87 percent of all posters made less than three posts, indi-
cating that the majority of forum traffic was composed of individuals making a relatively small
number of posts (see also Herring 2004). At the same time, a small percentage of posters
accounted for a high number of posts. For example, 10 posters accounted for 48.6 percent of all
posts in the forum with 101 users. In the forum with 21 total users, 5 posters made 73.8 percent
of all posts. As such, the user populations from all six forums fit the “J-curve form” found in
studies of differential participation in group activity (Robinson 1984, 25).


The depth of relationships between hackers in cyberspace was also affected by the use
of multiple forums. It was clear that individuals used more than one forum based on com-
ments from users like Hackwieser who wrote that he belonged to a forum on “a shitty site and
everyone knows it, I’m SilentWolf from over there, hope you enjoy this place.” Hackers also
appeared to have multiple online identities, which could limit their ability to fully connect


TABLE 17-4 Forum Users Who Made Less Than Three Posts


Forum Posters Who Made 
Less Than Three Posts


Total Forum
Users


Percentage 
of All Posters


1 71 101 70.3
2 131 179 73.2
3 85 110 77.2
4 8 20 40.0
5 341 392 87.0
6 78 109 71.5


M17_SCHM8860_01_SE_C17.QXD  2/4/08  7:17 PM  Page 345


J
O
H
N
S
O
N
,
 
O
L
I
V
I
A
 
 
9
1
1
0








346 Chapter 17 Lone Hacks or Group Cracks


5This was an elaborately staged game where eight teams defended their own fictional savings banks. Teams
were connected to a main router and scoring system, which would make deposits into each specific “bank.”
The system would try to retrieve its deposits every few minutes. Teams would earn a defensive point if the
deposit was retrieved. At the same time, teams could attempt to steal other teams’ deposits. If a team could
register a stolen deposit with the scoring system and claim ownership until the retrieval time, that team could earn
an offensive point. Penalties were issued based on the network traffic created by each team. The team who
scored the most points through offense, defense, and penalty deductions won. Therefore, teams had to win by
defending themselves while hacking the other teams’ systems.


with others. Forums do not allow two individuals to have the same username, forcing some
users to create alternative nicknames if their usual handle was already registered. This was
exemplified in the following post by UltramegaChicken:


I notice there is (or was) a HackHell here (which is why I used UltramegaChicken), but just to
clear it up, that wasn’t me. I’m HH from [a different forum]


As a result, the use of handles and multiple forums appeared to reduce the knowledge
hackers had of one another (Thomas 2002).


Despite the weak nature of hackers’ social ties, they utilized their social networks 
to share information, whether in person or online (see Meyer 1989; Schell, Dodge, and
Moutsatsos 2002). For example, Defcon attendees sat at communal tables between and during
panels discussing issues. Individuals lined the halls and common areas of the hotel with lap-
tops connected together to share files and information. In much the same way, the forums pro-
vided access to a wealth of information about hacking. Myriad questions were posed in the
forums, and answers given in different forms, including tutorials, Web links, posts, and down-
loadable content. Nine of the 13 interviewees also reported using Web forums or BBS to
obtain information about targets or download different tools and software. Thus, hackers
functioned as colleagues because of their mutual associations rather than as loners. This sup-
ports Meyer’s (1989) claim that “it is impossible to be a part of the social network of the com-
puter underground and be a loner” (p. 63).


Mutual Participation


While hackers had clear associations with others, there was some variation across the data
regarding their mutual participation in offending. Hacker groups were prevalent offline at
Defcon where 46 distinct groups were observed or mentioned in the program. These groups
formed prior to the convention, and were, in some cases, well established. For instance, the
Salt Lake City and San Francisco 2600 chapters that helped implement certain games at the
convention had 13 or more members as well. Groups of various sizes readily participated in
the full gamut of events at Defcon. Three-to-four-person groups commonly competed in dif-
ferent games like the Scavenger Hunt, while larger groups were present in a “capture the
flag”-style hacking challenge called “Root Fu.”5


Less formal peer groups were also present, but they had little outward evidence of strat-
ification or leadership. The 2600 chapters were the only notable exception, based on evidence
in the Defcon program. For instance, a biographical program note on a speaker named Grifter
referenced his leadership role for two groups, stating he “currently runs 2600SLC, the Salt
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Lake City 2600 meeting, and the DC801 [Def Con Group], the Utah Defcon meeting; where
he often lectures on a range of security related topics.” These 2600 groups demonstrate that
formal hacker groups may have had a leadership structure, though it was not immediately evi-
dent to the public (see Meyer 1989, 73). Rather, stratification was made known when those
affiliated with a group specified its structure.


The generally large number of groups at Defcon may be due to its unique social nature.
Since Defcon is an annual gathering with some importance among hackers, groups may 
be more likely to attend as a way to learn, meet others, or participate in challenges.
Furthermore, there were over 5,000 people at Defcon 12, which may have increased the like-
lihood of group attendance. Hence, Defcon may over-represent the importance of groups in
everyday contexts.


This was exemplified by the hackers interviewed for this research who did not com-
monly report membership in hacker groups. Four (30 percent) belonged to a group at any
point in time, with eight distinct groups described. Three of the four interviewees claimed to
be involved in multiple groups over their hacking career. Three of these hackers belonged to
local 2600 chapters, or to formal BBS groups. Finally, they described belonging to private
groups that were offshoots of larger associations. For example, Vile Syn participated in a pro-
gramming club, which soon led to involvement in a smaller group:


Shortly after [going to the programming club meetings], we were attending private gatherings
with certain members with an array of abilities. One was one of the first true hackers I had ever
met, who could crack almost any software within a five-hour period of time. Another had a forte
in electronics.


Indiana Tones described belonging to “a little group that was kind of on the side of
2600, but a lot of them also came from 2600.” This smaller group was decidedly less orga-
nized, and more of a teen peer group as he explained:


Sometimes we’d go down to the [club] and try to pick up girls and stuff. Uh, spent a lot of time
there and a lot of time in the [downtown area]. Goin’ to punk shows and things like that. When we
were driving around getting from place to place, man, we were always talking about the newest
technology, you know, and how the rules could be bent and everything.


Hackers who were members of hacker groups provided little detail on their membership
or size, except for Indiana Tones who suggested the two groups he was affiliated with ranged
in size from 10 to 15 members. There was also no real membership stratification and weak
evidence of any rules on relationships within or between groups.


However, the interviewees clearly indicated that their involvement in hacker groups did 
not lead to group-based attacks. Instead, membership in these groups provided contacts that facil-
itated information sharing. For example, Indiana Tones explained that belonging to a 2600 club
increased his level of knowledge because of the members’ willingness to share information:


I would help someone learn to program in visual basic if they taught me how to do web page
design, you know. Or this guy here will teach this guy web page design if that guy will teach him
networking. And it was basically about sharing knowledge.


Yet, the relatively small incidence of group affiliation reported by interviewees suggests
that this was not a necessary part of the hacker experience. Instead, the hackers interviewed
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used forums and BBSs to connect with others and exchange information (see also Meyer
1989, 63). In fact, some hackers felt they did not want to be affiliated with any group. For
example, Mack Diesel said, “a lot of these clubs were . . . guys out for trouble, because you
know . . . once you got into being in a club then you were more apt to be either a gray hat or
a black hat [malicious hacker].”


This may explain why eight of the hackers interviewed for this project said they almost
always hacked alone (see also Meyer 1989; Schell, Dodge, and Moutsatsos 2002). For
instance, Dark Oz wrote, “I most often work alone, but I’ll discuss things with others when-
ever I get the chance.” Only 10 of the 33 (30 percent) incidents reported by interviewees
involved more than one hacker. For example, Kamron wrote that he had to “co-create a pro-
gram” that could be used to attack and “ruin a corrupt game server.” Spuds worked with others
to hack a university e-mail account system, stating “we would print the list [of e-mail
addresses] and then . . . try the accounts and find the ones that had not been used an[d] then
change the password to the password we wanted. Then we would use that account until [sic]
it was removed or claimed by the student.”


Beyond these instances, 70 percent of the hacks described by interviewees were
completed on their own. This supports the notion that “the actual performance of the phreak/
hacking act is a solitary activity” (Meyer 1989, 66). However, hackers did go to each other for
advice and opinions such as Spuds who wrote, “I do my work alone more times than other
times. It depends on the lives of those around me. I prefer to have friends around when I do
my work, since there’s always more than one solution.”


There was also little evidence that forum users hacked together. Posts in two of the six
forums provided information on group-based hacks, but these were mainly hacks performed
by individuals with real-world relationships. For example, RatzofftoYA posted a message
stating, “Me and my mates (we got a hackers team) we were expelled we install a trojan
[malicious program] on my school’s se[r]ver (we got a network) and we were having illegal
access to my teachers pc, what we did was to use his connection fo[r] 2 months and his acount
[sic] to get logged on to the net.” These sorts of posts were relatively infrequent and did not
appear in the other four forums in the data set.


In fact, most of the posts on hacks involving individuals with offline relationships came
from the forum with the largest population. Otherwise, there was little evidence to support the
notion that forum users hacked together, though posters did however share information and
guidance with others (see also Meyer 1989). Thus, the findings are consistent with Best and
Luckenbill’s (1994) peer categorization, and supports the notion that “in some cases the com-
puter underground is socially organized as peers” (Meyer 1989, 74).


Division of Labor


The data also provided limited support for the existence of teams with a sophisticated division
of labor. For instance, the groups that participated in the Root Fu competition appeared to
have some specialized roles within groups. The teams competed and worked in the open,
where each person or, in some cases, pairs worked on specific components of the game.
Individuals were running different programs and involved in different tasks, such as program-
ming attack tools. The rigidity of role specialization within each team was not completely
clear, but members were involved in completing specific tasks.
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There was further evidence of specialization and sophistication at the awards ceremony
when the winning team was announced. The Sk3wl of R3wt won because they were able to
protect their network while attacking other teams heavily. Competing teams had different
strategies, and most spent time building tools to attack others. Yet, the Sk3wl of R3wt pre-
vailed because they actively identified exploits and flaws in the system to maximize the effec-
tiveness of their attacks.


It must be noted that the specialization observed is likely an artifact of the structure of
Root Fu. The game was designed to defend a “fictional” savings bank network while attack-
ing other systems, engaging participants in multiple roles and tasks. These teams clearly had
some skill and understood how members needed to operate to be successful. Capture-the-flag
games like Root Fu reflect real-world attacks and system vulnerabilities, and the game’s orga-
nizers suggest that it demonstrates the ability of skilled hackers (Lemos 2003b). Therefore,
while it is a unique event, the role specialization and teams involved gave some insight into
more sophisticated hacker groups.


There was some evidence of stratification and division of labor in the forums as well.
Each forum was a unique association composed of two distinct subgroups. One was a core
group of forum users with specific titles, such as “Administrator,” “Sysop,” and “Moderator”
that were responsible for rule enforcement on the forum. They monitored and deleted posts
when necessary and sanctioned users based on their actions. For example, a user made a 
10-page post that was clearly plagiarized from a book. In response, the sysops, administrators,
or moderators, of the board made the following posts:


SYSOP: It seems to me like you do not want to hear me out on the credits issue.


Your posts have been reported to the admins and mods of each forum. [poster’s
emphasis]


SR. SYSOP: Plagiarism is illegal and not condoned by [the forum], If your going to copy
and paste PLEASE give the proper credits to the writer by posting the URL also.


Thread Closed


The moderator group represented a relatively small proportion of the overall user popu-
lation in each forum (see Table 17-5 for detail). For example, eight moderators posted in the
forum with 392 members; they composed 2 percent of the entire user population. Across all


TABLE 17-5 Proportion of Moderators to General Forum Population


Forum Number of 
Moderators


General 
Population


Percentage


1 10 179 5.49


2 1 110 0.50


3 1 20 5.00
4 5 101 4.95
5 2 109 1.83
6 8 392 2.04
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6Only one forum provided a table of their ranking structure, which limited the number of posts a user could
make during the course of a day. For instance, lower-ranked users could make fewer posts per day, while
higher-ranked users had more freedom to post at any time.


six forums, moderators represented 5 percent or less of all users. There may have been more
operating on each board, but they were not present in the data.


The second forum subgroup comprised the larger population of users that discussed
issues and exchanged information with one another. These posters provided and consumed
information and, in some cases, took a role in rule enforcement. The members of this group
were much more loosely affiliated with the forum than the moderators. Yet, there was some
stratification within the user groups, via a distinct ranking system and user hierarchy.
Individuals were given a rank signifying how long they had been on the forum. The labels var-
ied across forums, and included terms like “newcomer,” “newbie,” or “peewee” for new users.
More established users had titles like “member,” “master,” or “forum junkie,” though the
ranking structures were not well explicated in most forums.6


Forums also had specific written rules for their members to follow that were not evident
in the interviewees’ or Defcon’s observations. Four of the forums had their own Frequently
Asked Questions (FAQ) post or section outlining the rules for posters and moderators. One
common rule across the forums was to search the board for answers to questions before post-
ing. This was because, as one forum’s FAQ stated, “the chances are good that the question
you’re asking today has already been answered before—numerous times.” Three of the four
forums required users to respect the moderators because “showing respect is the only way to
get respect.” This was an important unwritten rule, since those who disrespected the modera-
tors or their rules in any forum were subject to sanctions.


In addition, forums required users to respect each other, and avoid making flaming
posts. Flames are comments and exchanges between individuals, including “many subtle vari-
eties of insult and verbal jab” (Loper 2000, 52). Such negative comments were viewed as
unproductive and disrespectful:


Do not start a flame against people who you do not agree with, it is best to post nothing at all then
[sic] to flame someone. If you don’t agree with a post and want to see it closed, then send a PM
[private message] to the moderator of that forum. Flaming will get you nowhere, you will not get
any respect for flaming.


The notion that moderators should handle problematic posts and users was outlined in
two of the forums’ FAQs. This was an unwritten rule in forums as well, yet the general user
populations ignored this rule. Thus, the larger population of users took a role in rule enforce-
ment, despite this being the purview of the core group. This led to unnecessary posts and traf-
fic that detracted from the overall mission of the forum. Moderators attempted to control the
self-help of forum users at times, as in the following post from a forum moderator:


I realize that many of you are dedicated to upholding the rules of [the forum], and that some of
you may become annoyed when people appear to break them. I appreciate your dedication.
However, arguments about whether or not a post is rule breaking, or even several posts telling the
author that his post is against the rules does nothing to help the situation. The “report this post to
a moderator” button is there for a reason, so please use it . . .
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Generally, there was limited evidence of hacker teams, or at least within the Best and
Luckenbill (1994) framework. A small number of groups at Defcon had clear divisions of
labor, specialized roles, and operated to achieve a specific goal: win a competition. The mod-
erator groups of forums also fit within the ideal team category since they were small, and had
specialized roles and rules on behavior. At the same time, there was no evidence that they
hacked in groups. The larger group of users seemed to constitute colleagues, or peers, because
of the relationships between individuals that were used to exchange information, and occa-
sional mutual participation in hacking. Thus, the complex nature of forums suggests they may
or may not constitute teams in the Best and Luckenbill (1994) frame.


Extended Duration


The final element of organizational sophistication to be considered is extended duration.
Across all of the data, there was no clear evidence of any group with an extensive history.
Most relationships and groups appeared transitory, particularly with regard to the forums. In
fact, three of the six used for this research no longer exist. Two of the groups no longer sup-
port forums on their Web sites, and the entire site for the third forum was taken down. This is
especially remarkable as this third forum billed itself as the largest online hacker community.
Similarly, Meyer (1989, 41) found the life spans of the BBS he studied to be relatively short,
ranging from one month to one and a half years. As such, the forums appeared to be relatively
transitory groups.


In turn, relationships within forums were somewhat weak and short-lived. Most users
posted less than three times in each forum. There was no guarantee that an individual used a
specific forum every day. Drains on users’ time may keep them from actively participating in
a forum, as exemplified in this exchange:


SAZZAZZA: i have twice msg [messaged] cr@ckh3@d according to his commitment.
but he dosnt [sic] respond [to] any one of them so here i m again. Thanks! 


CRACKHEAD: well just came online and saw your msgs [messages] . . . for your infor-
mation Sazzazza . . . some people have to work during the day and cant be online
every single day. . . . . so dont expect to get a reply as soon if someone msgs
me . . .


There was no real evidence of purposive relationships between forum users either.
Examples of group hacks were in the data, though there was nothing to suggest they involved
users from different forums. There was also no indication of meetings between forum opera-
tors or members on- or offline. Users had some knowledge of other forums, and used them
because of specialized content or knowledgeable members. However, there was no evidence
of interactions between core members of different forums.


There was also no evidence on the lifespan of the groups involved with Defcon, but the con-
vention is in its 12th year. Defcon has become the oldest hacker convention in the United States,
and an important part of the hacker subculture. Long-standing groups like the Cult of the Dead
Cow have used Defcon as a launch party for different security/hacking tools (see Furnell 2002).
Hence, the convention, its organizational hierarchy, and communal atmosphere have persisted.


Furthermore, Defcon provided some evidence of multiple purposive relationships
between groups. Several different organizations worked together to promote or sponsor


M17_SCHM8860_01_SE_C17.QXD  2/4/08  7:17 PM  Page 351


J
O
H
N
S
O
N
,
 
O
L
I
V
I
A
 
 
9
1
1
0








352 Chapter 17 Lone Hacks or Group Cracks


events. For example, members of Defcon Group 801 and Rootcompromise.org organized a
movie network on the hotel’s closed circuit television system. Multiple groups also organized
and sponsored two of the games held during the convention.


However, the Defcon organization was not openly or outwardly involved in deviance.
Information was given to facilitate deviant behavior, but the Defcon convention organizers did
not support deviant behavior or condone any sort of illegal hacking or otherwise criminal
behavior. Defcon’s private security “goons” and local law enforcement were on hand to
ensure that individuals did not engage in such activities. Since Best and Luckenbill (1994)
define deviant organizations as organizations that are involved in deviance (p. 72), Defcon
constitutes a legitimate, rather than deviant, formal organization. Furthermore, there were no
real deviant formal organizations evident across the data.


Discussion


As a whole, this research found that hackers operate in various stages along the continuum of
deviant and nondeviant organizational sophistication. Specifically, hackers act as colleagues
in social networks with other hackers in the real world and cyberspace (see also Meyer 1989).
The on- and offline social ties between hackers were used to share information, tools, and
introduce subcultural norms to new hackers. At the same time, the act of hacking was an over-
whelmingly solitary behavior, regardless of an individual’s social ties.


There was also evidence that hackers belonged to groups of various sizes with little
stratification or role specialization offline, particularly at Defcon. Membership in hacker
groups was not heavily reported by interviewees or forum users, and there was weak support-
ing evidence that they performed group-based hacks. Instead, hacker groups created and
fostered relationships between individuals who could provide access to information and
resources. This suggests that peer groups are prevalent in hacker subculture, though they do
not offend together (see also Meyer 1989).


This study also goes beyond Meyer (1989) by identifying limited numbers of teams
with specialized roles and divisions of labor when hacking offline. For instance, teams were
present at Defcon in the Root Fu competition where they competed against each other. There
was also conflicting evidence of teams online in the forum data. The small groups of forum
moderators could constitute teams based on their clear division of labor, stratification, and
rules on the behavior of members. However, members of the broader user group were loosely
tied to each other and did not offend collectively. Thus, forum groups did not clearly fit within
the continuum of organizational sophistication.


There were similar complications regarding the Defcon convention as a whole. The con-
vention could not operate without the cooperation of multiple groups to sponsor and organize
the various events. Roles were coordinated in advance, ranging from security “goons” to
speakers. Defcon has become the longest operating hacker convention in the United States and
an important part of the hacker subculture (see Furnell 2002). As such, it constitutes a formal
organization because it has all the characteristics of organizational sophistication including
extended duration across time and space and purposive relationships between groups.
Furthermore, Defcon may be a legitimate formal organization, based on the convention orga-
nizers’ insistence that they do not support deviant or criminal behavior.


Considering the range of relationships and levels of sophistication present, this study
does not support Meyer’s (1989) finding that “there is no evidence to support assertions that
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the CU [Computer Underground] is expanding” and “is not likely to do so on a large scale” 
(p. 80). In fact, hackers may now constitute a community that Best and Luckenbill (1994)
define as “groups which share a common territory and a higher degree of institutional com-
pleteness,” meaning there are various institutions and resources that serve the interests of
community members (Best and Luckenbill 1994, 68). The deviant community is the most
sophisticated organizational form, though it is excluded from Best and Luckenbill’s (1994)
framework, as they are unable to develop in modern society due to the increased penetration
of law enforcement (Best and Luckenbill 1994, 72).


However, there is evidence that hackers have the defining characteristics of a commu-
nity, including their use of common territories. Hackers did not necessarily share common ter-
ritory offline, as they had relatively small peer groups and limited involvement in hacker
groups. At the same time, shared spaces were evident online, since hackers communicated
and connected with others via Web forums, e-mail, and other forms of computer-mediated
communication allowed hackers to develop shared online spaces. Many of the hackers inter-
viewed for this project used online resources and forums to make contact with others and
share information. Conventions like Defcon may also constitute a sort of shared space, pro-
viding a location for individuals across the country or globe to come together in one place to
discuss issues and socialize. Hence, while hackers do not have a specific territory in a tradi-
tional sense, they have spaces that allow them to connect with other hackers.


Communities are also “institutionally complete,” in that they have institutions that serve
the interests of their members (Best and Luckenbill 1994, 68). Numerous businesses and con-
ventions cater to hackers, which was evident at Defcon where clothing companies, magazines
such as the 2600 and Blacklisted, and products were marketed specifically to hackers (see
also Furnell 2002). An inordinate number of Web forums exist, providing social links to other
hackers, as well as resources to facilitate hacking activities. Hackers have also banded
together to generate social support and legal funds, as in the case of the hacker Kevin Mitnick
(see Loper 2000). Thus, hackers appear to be institutionally complete due to the myriad insti-
tutions providing goods and services for hackers. This is a significant advancement beyond
Meyer’s (1989) findings, and illustrates that hacker relationships have become increasingly
sophisticated over time.


CONCLUSION


Taken as a whole, this study demonstrates that hacker social organization has changed in the
past two decades to function in more sophisticated and complex ways. At the same time, this
research illustrates several areas for future research, including the need to refine and further
develop the Best and Luckenbill (1994) framework. Their continuum of organizational
sophistication allowed for differentiation between forms of organization based on the peer
relationships of hackers, and the impact of organizational involvement on hackers’ ability to
offend. However, not all facets of hacker organization fit within Best and Luckenbill’s (1994)
ideal types. For example, the categorization of Web forums is complicated by their two-
population composition: forum users and forum operators or moderators. Thus, research is
needed to explore and refine and operationalize the concepts that structure Best and
Luckenbill’s (1994) classification scheme, with particular emphasis on virtual relationships.
Such clarification is critical to better understand the social relationships between deviants and
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criminals, especially in light of deviants’ increased reliance on the Internet to share informa-
tion and identify others that share their interests (see Holt 2007; Jewkes and Sharpe 2003).


Researchers should also continue to examine the structure of hacker organizations with
larger and more diverse samples of hackers. While there was some evidence of sophisticated
hacker organizations, there was limited detail on their leadership, rules, and operations. This
was due in part to the small number of interviewees who belonged to hacker groups, and was
compounded by the researcher’s limited access to many of the groups at Defcon. Developing
a sample of hackers who have belonged to groups of various sizes could refine our under-
standing of the nature of these groups, and the benefits provided by membership. Sampling at
hacker conventions around the country may enable greater access to hackers of all skill levels,
and provide a more representative sample of this subculture. Moreover, such a broad strategy
may clarify the importance of groups and formal organizations within this relatively collegial
hacker subculture.


Finally, this study emphasizes the need for greater explorations into computer hacker
subculture, and computer crime generally. The literature on hackers and computer attackers is
growing and encompasses a number of different issues of importance to the social and
computer sciences. Yet, there is a strong likelihood that the form and shape of hacking and all
crime may change due to shifts in technology over time. As a consequence, research on com-
puter hackers and computer crime must be carefully considered, reexamined, and subject to
critical analyses in order to improve and cultivate sound understandings of computer crimi-
nals and their offending behaviors.
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Abstract


The explosion of digital media coupled with the rapid development of high-speed computer
networks has resulted in a spike in piracy, indicating that control mechanisms are lagging
behind. Companies have long used technology to fight this problem. However, these efforts
have been overwhelmed by increasing sophistication and organization of piracy groups. As a
result, a hierarchical distribution chain of piracy, known as “Darknet,” has developed, allow-
ing digital files to be distributed efficiently to millions of file sharers. Industry has turned to
the government and law enforcement for assistance, but technical and structural issues, as
well as little public support, hinder these efforts. This chapter uses interviews and relevant
data with these key stakeholders in fighting piracy to examine points of cooperation and struc-
tural conflict in the California security network. Findings suggest a growing collaboration
between industry and law enforcement, but factors such as organizational culture, politics,
and general apathy has resulted in underfunding and limited efforts to niche enforcement.


INTRODUCTION


The ubiquitous digitization and storage of information coupled with the widespread use of dis-
tributed network technology, such as the Internet, has exponentially increased media piracy.
Piracy is defined as the unauthorized replication and distribution of intellectual property (IP)
in violation of U.S. copyright law (Title 17, U.S. Code).1 The development of the affordable
and user-friendly high-speed computers connected to broadband networks and the Internet has


Chapter 18


“It’s like Printing Money”: Piracy
on the Internet


Special thanks to the guidance of professors John Dombrink, Laura Huey, Paul Jesilow, Henry Pontell,
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1http://www.copyright.gov/circs/circ1.html
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2For a history of the Internet, visit URL http://www.isoc.org/internet/history/cerf.shtml
3The losses over Internet piracy is largely debated, with some research showing that loss figures are exagger-
ated and published estimates are “self-serving” and “unverified” (McClellan 2006).
4http://www.cybercrime.gov/IPTaskForceReport.pdf
5http://www.pewinternet.org


given the general public access to technology once reserved for researchers, government, and
highly technical individuals.2 However, the drive to satisfy growing public demands for digital
content and services has outpaced traditional forms of social controls, such as law enforce-
ment, laws, and companies’ abilities to self-police. The lack of enforcement deterrence, ease of
duplication and distribution, and general public apathy in recognizing piracy as a real crime,
has resulted in widespread distribution of copyrighted material. The Institute for Policy
Innovation (IPI) estimates that movie piracy costs U.S. workers $5.5 billion in lost earnings
annually, with an estimated total lost output of $20.5 billion impacting the associated industries
(Siwek 2006). The recording industry estimates $1.1 billion in losses, which excludes a ripple
effect in consequent jobs lost and the overall impact to the U.S. economy from potential tax
revenues.3 A 2004 report by the Department of Justice describes online media distribution as
“one of the greatest emerging threats to intellectual property ownership.”4


A holistic overview of Internet piracy in film, music, and software will be presented in
this chapter. This includes structural variables affecting policing, policy, and security in each
industry and government entity. Interview data from a larger research study on policing the
Internet with movie industry professionals, specialized high-tech crime units in California,
California state emergency services representatives, and tech-industry security experts will be
used. In addition, legal procedures will be analyzed using data from civil court cases and doc-
uments. Surveys, such as the Pew Internet and American Life Project5 survey, will give
insight into public attitudes toward piracy. Furthermore, antiforensics technologies and orga-
nizational structures of piracy groups will be analyzed. Throughout the chapter, sociological
frameworks, economic and social ramifications of Internet piracy, and policing policies will
be explored. The goal of this chapter is to give insight and overview of a significant and grow-
ing crime occurring in a new medium that challenges the effectiveness of existing paradigms
of social and crime control.


METHODS


Interviews were conducted with several industry and law enforcement groups considered sig-
nificant to music, movie, and software piracy in the Western United States (see Table 18-1).
These groups include industry security practitioners from the film industry, security experts
from the technology sector, California state emergency services representatives, and members
of California regional high-tech crimes taskforces. Due to the limited scope of this research,
representatives from the recording industry and general public were not interviewed. Data
from the general public were derived from the Pew Internet and American Life Project and
various Internet and printed sources.


Respondents were selected using a snowball sample from known contacts in the
Southern California law enforcement community. The film industry and information technol-
ogy industry were chosen for its significance in the piracy scene. Both industries have a large
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TABLE 18-1 The Development of Software and Media Piracy on the Internet


Participant Category Number of 
Respondents


Law enforcement personnel 12
Private industry


Film industry security 8
Information technology 18
State representatives 2
Total 40


6http://mpaa.org/avalancheofpiracy.htm


presence in California and the Western United States. California is the largest piracy hub in
the United States., serving as a piracy gateway to East Asia. Samples from these industries
include participants of the California High Tech Crime Advisory Committee, and security
experts from Arizona and Washington. Subjects were asked open-ended questions related to
piracy in their field, their role in the piracy security network, and the strengths, limitations,
and structural complications within their profession. In addition, subjects were asked about
the effectiveness of the criminal justice and legal system in terms of piracy. Interviews were
semi-structured and lasted approximately one hour or more.


Electronic piracy can be interpreted as an old crime adapted to a new medium. Piracy
and counterfeiting can be traced back to the unauthorized replication and distribution of items
such as hard currency, artwork, apparel, and other goods associated with the open market-
place. Widespread electronic piracy began in the form of unauthorized duplication of data and
software digitally stored in physical magnetic and optical mediums that were distributed by
physically carrying them from one source to another, informally known as the “sneakernet”
(Boutin 2002). Audio-visual media were duplicated and distributed in a similar fashion. The
speed and efficiency of duplication and distribution were bound by the operating capacity of
replication machines and human distribution channels. The risk of detection and apprehen-
sion of larger-scale operations were significant since physical items, or “hard goods,” required
large storage and physical delivery. Physical evidence can be collected from commonly used
legitimate distribution channels. Moreover, hard goods were often more easily identified from
lower-quality packaging and media quality degradation with music and films.


The transition from sneakernets to the Internet allows for the exponential increase in the
volume and speed of piracy. The Internet is a decentralized network of interconnected smaller
networks (Tanenbaum 2003). Digital information electronically delivered from one computer
system to another, known as “soft goods,” has eliminated the temporal and geographic limita-
tions of sneakernets. Compared to hard goods, the borderless distribution channels allows for
rapid simultaneous information broadcasting and sharing without any information degrada-
tion and at a fraction of the cost. The Motion Picture Association (MPA) projects that a single
movie file can be virally copied and distributed to over 3.7 million computer systems from a
single source within a 70-hour period.6 One Internet security expert in the film industry
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7http://www.geocities.com
8http://www.napster.com
9http://www.kazaa.com/us/index.htm


10http://www.bittorrent.com
11An example of a completely decentralized P2P network is Kademlia.
12Distributed hash tables (DHTs) are a class of decentralized, distributed systems and algorithms being devel-
oped to provide a scalable, self-configuring infrastructure with a clean programming interface. This infra-
structure can then be used to support more complex services. DHTs can be used to store data, as well as route
and disseminate information. http://en.wikipedia.org/wiki/Distributed_hash_table


describes the impact of Internet technology as a traditional crime that occurs at a “phenome-
nally larger scale.”


Industry enforcement and legal actions perpetuate a cycle of more robust soft goods
technology and sophistication. Each technological generation of soft goods piracy has
evolved from the increased threat of legal actions by companies and studios. As companies
and studios utilize more sophisticated detection and forensic tools, they are countered by
technologies designed to prevent detection and forensics. One film industry security expert
who has witnessed these changes explains:


Initially, websites such as Geocities7 etc. allowed hosting [unauthorized copyrighted] content that
users can download. Detection was very simple, and these sites were taken down easily. Then it
shifted to [File Transfer Protocol] sites, [Internet Relay Chat Direct Client-to-Client protocol
known as Fserves] etc. This advancement in technology makes it harder in the cat and mouse
game to detect and shut down sites.


Counter technologies used to circumvent detection and enforcement are also intended
to make legal prosecution difficult. The shift from client-server to peer-to-peer (P2P) net-
work infrastructures reduces data stored on servers, where forensic evidence can be gathered
in one location and easily linked to the registered individual or group. Instead, a decentral-
ized client-to-client infrastructure, where data is stored locally on individual computers,
makes identifying a main source of copyrighted files more difficult to detect and hold legally
liable. Popular P2P protocols and services such as Napster,8 Kazaa,9 and BitTorrent,10 have
argued that legal responsibility should fall on individual users, since no files are stored on
their servers.


Each generation of P2P technology has been designed to further insulate networks from
industry and legal interference. One film industry Internet security expert explains:


It’s a battle between [the film industry] and P2P networks. [Pirates] keep coming up with more
robust technologies. For example, [P2P] networks are running on servers currently, but [server
administrators] have anticipated that the servers will be the next target of litigation and policing,
so torrents have built in abilities to ‘flip a switch’ and go completely decentralized.11 This makes
it virtually impossible to police. This is a nightmare scenario.


The first widespread P2P network, Napster, used a centralized server to manage
searches and file indexing. To insure against future liability, next-generation technology can
be completely decentralized using distributed hash tables,12 which shifts all indexing and
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13http://www.thepiratebay.org. A video documentary on the Pirate Bay entitled, “Steal this Film” can be found
at http://video.google.com/videoplay?docid=-4116387786400792905&q=steal+this+film
14A video documentary on the Pirate Bay raid, entitled, “Steal this Film” can be found at http://video.google.
com/videoplay?docid=-4116387786400792905&q=steal+this+film
15http://mpaa.org/pyramid_of_piracy.pdf
16http://mpaa.org/pyramid_of_piracy.pdf


routing functions from servers to individual computers on the network (Borland 2004). The
same security expert expresses frustration from the difficulties of even current technology,
stating, “We haven’t even taken down the servers yet.”


The difficulty of using enforcement and legal remedies against file sharing organiza-
tions is exemplified by the replacement effect of organizations targeted from the film industry.
In May 2006, Swedish-based P2P file-sharing portal The Pirate Bay’s13 headquarters were
raided by Swedish police in a joint effort by the Swedish government and the Motion Picture
Association of America (MPAA).14 Despite mass equipment confiscations and arrests, the
site was fully operational within a month, with new servers located in The Netherlands
(Harrison 2006). The Pirate Bay is an example of the evolution of P2P networks.


File sharing has evolved into a sophisticated network of technologies operated by a
highly organized hierarchy of individuals and organizations, known as “Darknet,” or simply
“The Scene” (Biddle et al. 2002; Howe 2005; Lasica 2005). According to Lasica’s (2005) in-
depth interview, Bruce Forest, who has a unique position of being in an exclusive circle of
top-level pirates while working legitimately for a Hollywood studio, Darknet is described as
the cyberspace equivalent to a “lawless, ethics-free frontier” where “epic battles over copy
protection and file sharing” take place. Darknet consists of groups that often operate by pseu-
donyms and anonymity but have developed a set of norms, economic models, and efficiently
organized distribution.


The organization of the piracy network is described by the MPAA as a “pyramid.”15


Piracy begins with a supplier, or the source of pirated material, such as individuals who have
illegally obtained a prerelease copy of a movie, music, or software. According to a film indus-
try security expert, suppliers are often compensated thousands of dollars for a copy of an
unreleased movie by release groups, depending on the quality of the digital copy. A screener
DVD, or advanced copy sent to critics and award judges, can be sold for $5,000 or more.
Release groups, consisting of top members often only known by pseudonyms, place these
digital copies on “topsites,” or high-speed hosts for download by other release group mem-
bers. According to Forest, membership to this ultra-exclusive group requires earning a high
level of trust from existing members and the value added by the prospective member, such as
access to unreleased digital media or software, equipment, or high-level hacking skills.16


Digital files are placed on facilitators, or P2P Internet portals such as BitTorrent 
that manage searching and organizing public downloads by lower-level file sharers and
downloaders. Once a file is downloaded, that computer can become a “seeder,” or client com-
puters with a copy of the file available to share with other downloaders. More seeders can
exponentially increase the amount of download sources, making downloading much quicker.


Piracy networks can be very lucrative, with relatively lower risk as compared to street
crimes, making it a natural fit with organized crime groups. Many consider piracy as a form of
organized crime. According to Peter Reuter (1983), “Organized crime consists of organizations
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17A “script kiddie” is a low-end computer hacker that uses preexisting software code or “scripts” to gain unau-
thorized entry into computer systems. These individuals are considered unsophisticated and viewed in disdain
by the hacker community because they do not create new code or make any contributions.


that have durability, hierarchy, and involvement in a multiplicity of illegal activities.” One film
industry security expert explains how piracy is an avenue of organized crime:


[Piracy] crimes are real and there is a lot of money. Organized crime has taken a hold of the piracy
industry, with high organization, ‘taxation,’ enforcement etc. It is a high stakes business and they
have the resources to invest in piracy. They have been performing illegal activities for a long time
and have savings and resources to invest to keep one step ahead of any anti-piracy policies and/or
activities. They have integrated this into part of their activities. This is in addition to other illegal
activities. This persists because this crime is seen as less risky than drugs.


Suppliers not only provide source material, but serve to insulate organized crime groups
from any risk of apprehension. A studio security expert explains, “[pirates are] supplying
organized crime with the masters, [who are in turn] leveraging talent,” adding, “Organized
crime pulls the strings and the minions follow.” In addition, a film industry Internet security
expert explains, “[top pirates] are similar to the Don in a crime family, who sells to trusted
distributors and in turn, those sell to smaller groups.”


The adoption of the Internet by organized crime groups has heightened the stakes due to
incentives created by the low risk of detection and apprehension. A network security expert at
a large software corporation explains during an interview:


[Organized crime groups] are considered the real criminals, not the script kiddies.17 Crime has
fundamentally shifted from the kids using code to try to hack for fame. Now, organized crime will
employ this guy and use them to commit further crime. The structure of organized crime has
changed the dynamics of computer crime. The structure of the crime organization is no different
from traditional organized crime. But instead of using drug dealers, script kiddies and hackers are
employed, which insulates the top of the organization. These organizations are extremely well
funded and are very dangerous when the top involves terrorists and nation-states.


In some smaller markets where legitimate distribution is nonexistent, pirates fill the
demand. A film industry professional explains, organized criminals are like “businessmen;
you have demand, and there’s no legitimate alternative.” He questions, “Who fills the gap?,”
adding, “[In small markets], piracy is the only way to watch certain movies, so piracy is 
at 100%.”


The low risk, high returns, and light penalties of piracy make it a viable alternative to
risky street crimes. One studio security expert compared piracy with the drug trade, stressing
that heroin on the street has anywhere from a 200–300 percent markup with high risk, while
“movies and music have a 1,000 percent markup and upwards.” He adds, relative to drugs,
“possession of pirated goods is not a big deal and barriers to entry are low with rewards very
high.” For the casual downloader or file sharer only interested in consumption, a variety of
free software client applications can be easily found on the Internet. In popular P2P networks,
users can easily search and download files without any knowledge of computer networks.
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18http://mpaa.org/pyramid_of_piracy.pdf
19A clean digital copy of a movie is digitally recorded directly from the source, such as replicating a digital
versatile disc (DVD), as opposed to recording indirectly using a camcorder.
20Modern computer software is often copy protected using authentication of serial numbers to activate the full
product. Copy protection is “cracked,” when users can bypass authentication or activate the product using fic-
titious or illegally obtained serial numbers. Sophisticated hackers create fictitious serial generators that use
algorithms similar to authentic serial numbers that are accepted by the system.


The popularity of services depends on the available files on the network. Users are
drawn to networks with a large amount of content, such as unreleased movies or software, and
fast download speeds. To prevent users from exclusively downloading without sharing files
and computing resources, or “leeching,” most client software automatically scan local com-
puters to share files. To spread content quickly and maintain fast download speeds, it is
important to have a minimum ratio of seeders to downloaders. Software algorithms allow for
several seeders to simultaneously stream data to a single downloader who, in turn, becomes
another seeder. Each seeder, in addition to contributing content, provides bandwidth, or chan-
nel capacity. Some P2P protocols begin seeding before the complete file is finished down-
loading. This cycle of seeding and downloading occurs simultaneously across all P2P net-
works, growing exponentially with viral momentum and resulting in what the MPAA calls an
“avalanche” of piracy.


To prevent this avalanche of piracy, the strategy by the film industry is to target the top
source of piracy. According to the MPAA, release groups are considered the “first source of
piracy on the Internet.”18 Gaining access and gathering member information on topsites is not
an easy task. A film industry security expert explains, “[Release groups] are similar to the
Don in a crime family, who sells to trusted distributors and in turn, those sell to smaller
groups,” adding, “It may take years to establish trust and to take down a major site or top guy.”
This exclusive group operates in secrecy, being cloaked by cryptic monikers, anonymous
online communication mediums such as Internet Relay Chat (IRC), and distributes files via
password-protected File Transfer Protocol (FTP) servers. Information, such as “most wanted”
film lists and their prices, are often exchanged through these channels.


Memberships to release groups are only extended to trusted individuals. There are three
forms of membership, explains one film industry security coordinator: those who pay for sub-
scription, those who supply equipment, and those who supply content. For example, rogue
network administrators using company equipment to supply mass storage space and band-
width are oftentimes offered membership. For example, in July 2004, employees of an IT ser-
vice company in Australia contracted by the Commonwealth Bank were alleged to have used
company servers to host pirated adult pornography (Krone 2005). In addition, individuals
who can consistently supply highly sought after content such as “clean” digital copies19 of
movies still playing in theaters or newly released software with copy protections removed20


are release group candidates. However, one film industry security coordinator warns, “If you
offer too much content, it’s very suspicious, so it’s very difficult to infiltrate these groups.”


Release group membership can be very lucrative and prestigious. Being associated with
one group can create membership opportunities in other groups in the scene to create enough
income equivalent to full employment. Release groups are not in competition, but share con-
tent and memberships. “You’re looking at the top dog,” explains a film industry security
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21An updated list of articles on Net Neutrality can be found on CNET news http://news.com.com/2009-
1028_3-6055133.html


expert, “He can go from site to site and make a lot of money. It’s a full time job communicat-
ing and being on IRC channels organizing.”


While the lucrative nature of Darknet can explain partially why piracy is prevalent and
a growing problem, many argue that it is not necessarily bad. Choi and Perez (2006) argue
that online piracy has actually created a market that parallels and improves legitimate markets
through (1) pioneering new technologies, (2) identifying market demand, (3) creating new
market demand for digital downloadable content, and (4) the creation of new and legitimate
business models. Stier and Richards (1987) explains the development of a symbiotic relation-
ship between organized crime and the public is the most difficult to police, due to public per-
ceptions of legitimacy and market integration (Lupsha 1988). Despite the unintended positive
consequences of the illegitimate market brought about by competition, legitimate distribution
channels may find it much more difficult to compete and appeal to potential customers with
the constraints of a traditional business model.


THE PUBLIC MENTALITY


To understand the mentality of file sharers, it is necessary to understand what the Internet rep-
resents to the public at large. The Internet is largely perceived as being disconnected from the
physical world. In researching the difficulties of policing the cyber environment, Huey (2002)
explains, “Instead of viewing computers as physical phenomena, for many, they come to rep-
resent magic boxes that mysteriously obey commands upon direction.” This disjuncture
between the physical and the abstract borderless space allows for many to perceive the
Internet as a “free” and “neutral” frontier for information and communication. One film
industry security expert explains that, in terms of public perception, “The Internet is the last
bastion of freedom, an uncontrollable free space to express ideas and share information.” The
mentality stems from the notion that no one person or group owns the Internet. “Net
Neutrality,” or “Internet Neutrality,” is a controversial principle regarding the Internet as an
open free space. This principle asserts that no one group or technology should be privileged
and that any type of technological or economic regulation should only be used to ensure neu-
trality.21 Companies trying to implement security technologies and pricing are perceived as
violating this space.


The mentality of most high-level file sharers is rooted in the hacker subculture that
emerged the 1980s. The once prestigious term, “hacker,” referred to individuals with an ele-
gant mastery of computer coding. These individuals began to fraternize in pre-Internet chat
rooms such as direct dial-in bulletin board services (BBSs). Common traits and norms
emerged from this culture that has carried on to the file sharing mentality. Steven Levy (2001)
in the early 1980s introduced “the Hacker Ethic,” a set of norms adhered by early hackers.
The beliefs included unrestricted and complete access to computers, all information should be
free, a cynicism toward authority, and promotion of decentralization. Under these principles,
attacks on large company computer systems are perceived as being harmless and even justi-
fied under certain circumstances. A 2006 Australian survey asking network security profes-
sionals what motivates hacking computer systems found that 27 percent of respondents cited


M18_SCHM8860_01_SE_C18.QXD  2/1/08  10:44 PM  Page 363


J
O
H
N
S
O
N
,
 
O
L
I
V
I
A
 
 
9
1
1
0








364 Chapter 18 “It’s like Printing Money”: Piracy on the Internet


222004 Australian Computer Crimes and Security Survey. http://www.auscert.org.au/images/ACCSS2006.pdf
232004 Australian Computer Crimes and Security Survey. http://www.auscert.org.au/images/ACCSS2006.pdf
24http://www.apple.com/itunes/
25http://creativecommons.org/
26http://creativecommons.org/
27Future of Music Coalition: Contract Critique. http://www.futureofmusic.org/images/FMCcontractcrit.pdf
28http://www.opensource.org


a demonstration of technical skill.22 Applied to file sharers, this is significant in understand-
ing the public apathy towards piracy as a serious crime.


Growing demand for digital content may explain public apathy toward release groups.
A Pew Internet and American Life Project survey of 2,515 adults in 2003 shows that 
67 percent of unauthorized music downloaders say they do not care if the music downloaded
is copyrighted, increasing from 61 percent in 2001 (Madden and Lenhart 2003). The same
survey estimates that 35 million U.S. adults download unauthorized music files, with 26 million
sharing music files.23 This number is expected to be higher today with increased broadband
penetration and more Internet users. However, the increase may be slightly offset by the
increased threat of litigation and legitimate music downloading services such as iTunes.24


Public loathing against copyright can be further explained by the perception that large
companies and corporate conglomerates have stymied artistic progress and collective creativ-
ity through copyright. According to interviewed file sharers, downloading is considered a
punitive action against large corporations who refuse to share their work as a foundation for
creativity. Lasica (2005) argues that true societal progression can only occur when the public
transitions from passive consumers to active agents of creativity in the arts and media. The
Creative Commons25 is a grassroots nonprofit organization dedicated to create a range of
creative works in media, art, and software, with “flexible” and “reasonable” copyright that
allows for open community enjoyment and creative modification of works, while avoiding
exploitation of artists.


The current copyright system, it is argued, is exploitive by nature. For instance, record
labels in the recording industry have been known to underpay artists, who surrender owner-
ship of the copyright and master copies. For example, Nirvana producer Steven Albini out-
lined a typical scenario where a band owed a record company $14,000 in costs despite selling
250,000 copies and earning $710,000 for the label.26 This is consistent with findings by The
Future of Music Coalition, which examined music contracts and found that the controlled
composition clause in a typical contract contained language that amounts to a net loss to the
artist, stating, “Each record sold puts her deeper in the hole, and farther away from ever
recouping.”27


Computer software companies face similar demands by the public to loosen or remove
copyright. “Open Source” is a philosophy in the software industry that emphasizes open com-
munity development and ownership of source code for better and more creative products.
According to opensource.org, “When programmers can read, redistribute, and modify the
source code for a piece of software, the software evolves. People improve it, people adapt it,
people fix bugs.”28 The result is software that is less bound by restrictive licenses and more
beneficial to the end-user instead of companies. Perens (1999) explains the three tenets of
open source: (1) the right to copy and distribute the software, (2) the right to source code for
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29Some open source software is sold at a cost to cover technical support, such as Red Hat Linux.
30http://www.netscape.com, http://www.mozilla.com/en-US/firefox/
31http://www.linux.org/
32http://www.apache.org/
33http://www.mysql.com/
34http://ww.openoffice.org
35The 64-bit key was controversially lowered to 56 bits by the NSA, which significantly lessened the possible
combinations. The remaining 8 bits was supposedly used for parity (error checking) but many argue that it was
weakened to allow backdoor entry by the government.
36RSA was developed in 1977 by Ron Rivest, Adi Shamir, and Len Adleman. http://www.rsasecurity.com


changes, and (3) the right to make improvements in the program. The benefit of such a model
is essentially free29 software for end-users that can be tailored to individual or organizational
needs that is more secure and bug-free. Moreover, the exploitive adversarial relationship
between proprietary software vendors and clients is removed in favor of more mutually bene-
ficial relationships. Open-source software widely in use today include Netscape/Mozilla
Firefox30 web browsers, Linux31–kernel-based operating systems, Apache32 web server,
MySQL33 database, and OpenOffice34 office productivity suite.


In addition to the significantly lower or no cost of open source software, some argue
that software development results in better and more secure products. Open source advocates
reason that flaws in the software code can be detected and addressed early in development.
For example, the computer security industry relies heavily on cryptography and encryption to
secure data transmissions and authentication. Encryption works by encoding plain text in to
ciphertext using different algorithms and decrypted using a secret key, such as a password. In
the early 1970s, the National Bureau of Statistics and National Security Administration
(NSA) sponsored Digital Encryption Standard (DES), a universal encryption standard devel-
oped by IBM to ensure safe data transmission. The encryption algorithm used in DES was
kept secret and used a 56-bit key (Denning and Baugh 1996).35 Once released, it soon became
clear that the standard was not secure and could be broken by a variety of attacks. DES was
criticized for the lack of public input during development that would have prevented flaws.
Instead, the classified methods of encryption were criticized as being “security through
obscurity,” or security through secrecy. The public opted for stronger open source developed
standards based on transparent but computing-intensive mathematical equations such as
Rivest, Shamir, Adleman (RSA)36 encryption algorithm based on factoring extremely large
variable-length prime numbers (Kaufman, Perlman, and Speciner 2002).


The disdain toward large corporations and proprietary copyrights reflect the critique of
hegemonic forces of capitalism on laborers. Influenced by Marxist theory of worker alien-
ation, Harry Braverman (1974, 52–53) explains the exploitive nature of the modern corpora-
tion that transforms “working humanity” into a “labor force.” He writes, “Employers hire
workers in order to expand their capital base, while employees seek employment because they
have no viable alternative by which to sustain their lives and those of their families.” Gartman
(1999) writes of the effects of the corporate machinery on creativity and individual craftsman-
ship using Ford’s assembly-line automobile production during the 1930s as an example. He
explains, “The aesthetic consequence of such product standardization was the increasingly
homogenized appearance of cars—the individuality and distinction of craft-built cars gave
way to the cookie-cutter sameness of mass-produced ones.” Similarly, copyright and copy
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protection technologies are seen as an affront to free will, free choice, and creativity.
Community-based open source and public domain development of technology and the arts
eliminates the exploitive relationship between producers and consumers, essentially shifting
power to every consumer by giving them the ability to become a potential producer and
contributor.


Public apathy can be further explained by a variety of neutralizations to justify file shar-
ing activities. File sharing is often considered a form of victimless crime. A victimless crime
is a behavior that is illegal but perceived as not serious or injurious, and some believe should
be legal. According to Rossi et al. (1974), measures of perceived seriousness of crimes are not
derived from the actions of the criminal justice system but as a combination of societal con-
sensus and individual lifetime learning processes. Individually learned motives and justifica-
tions for deviant behavior are applied through neutralization mechanisms that include:
(1) denial of responsibility, where offenders are not personally accountable for the crime due
to existential circumstances, (2) denial of injury, where offenders claim their actions cause no
harm to victims, (3) denial of victim, where the actions of the offender are blamed on victims
as being deserving of the harm, (4) condemnation of the condemners, where offenders claim
to be the true victims, and (5) appealing to higher authorities, where the actions of offenders
are justified by something of more significance (Sykes and Matza 1957). Similarly, white-
collar criminals apply neutralizations for unethical business practices where economic pres-
sures, lack of social and legal controls including gatekeepers, and normative organization
culture of deviance led to the collapse of the energy firm Enron and the consulting firm Arthur
Anderson (Coffee 2002).


High-level hackers and release groups members are often guided by the ideology of
protecting the free Internet from privatization and ownership. Marc Canter, cofounder of the
software company Macromedia, expresses, “Today, no more than 5 percent of the populace
can create” (Lasica 2005, 13). This is consistent with a studio Internet security expert who
explains the benefits of piracy, stating, “It’s like printing money and at the same time you’re
draining the money from your enemies.” Another studio security expert and former high-level
pirate described his past mentality as, “I can beat the Man, and it’s fun to beat the Man!”


INDUSTRY


Industry professionals perceive file sharing and unauthorized downloading as criminal
regardless of intent. “It’s theft, plain and simple,” claims a film industry security supervisor.
Others in the industry echo his opinion, questioning the relevance of the Internet as a medium.
“What’s the difference between walking in to a store and stealing a CD or DVD?” questions
another film industry Internet security supervisor. When asked about industry overpricing, the
security expert pointed out the disadvantage the studios have against file sharers. “[Studios]
can’t compete against free,” he explains. Furthermore, he questions the motives and rhetoric
behind file sharers, stating, “It’s not free speech, it’s free movies.” He goes on:


I think Mercedes’ costs too much but I don’t get to steal them. Yes, the studios are slow but that’s
irrelevant; these are basically excuses by criminals who are after profit, not freedom. Profit does
not necessarily mean money. What’s your motivation? There is always a motive of gain behind
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372004 Australian Computer Crimes and Security Survey. http://www.auscert.org.au/images/ACCSS2006.pdf


the actions of pirates. Bandwidth and equipment costs aren’t free. For file-sharers, their gain is
the music they obtained. For some, it may be the notoriety or fame associated with the activity.
For others, maybe the service is free but the ad space sold is not. So in some way, there is always
personal or group benefit at the cost of someone else.


This industry perspective points out the totality of benefits by file sharers. This is con-
sistent with observations by researchers on hacker motivation, which includes monetary gain,
intellectual challenge, power, peer recognition, and youthful mischief (Grabosky and Smith
1998; Krone 2005). These individuals and groups find online social status and reputation
meaningful, despite real-life anonymity.


In the movie industry, individuals and groups motivated by monetary incentives record
motion pictures in theater using inexpensive camcorders that end up on Darknet. According to
one film industry security manager, release groups can offer up to $10,000 or more for a
good-quality camcorder copy. He explains, “[Release groups] will even pay off projection
technicians. When these teens get caught, they’re still juveniles so the risk is extremely low.”
Camcorder copies, either analog or digital, are digitized to video files that can be copied on to
an optical disc and/or released on to Darknet. To ensure sound quality, one studio security
expert explains the sophistication of pirates: “[Pirates] use the hearing impaired signal to get
a clean [audio] signal. They used to plug it in to the handicap seat jack but now they’re using
[wireless Infrared] instead.”


Industries also cite the countermeasure technologies used by Internet malefactors as
proof of monetary and malicious motivation. According to the 2004 Australian Computer
Crimes and Security Survey,37 various industry security professionals’ polls suggested that 
20 percent of hackers were motivated by financial gain, while 31 percent used company sys-
tem resources such as bandwidth and storage without authorization. One type of technology
utilized by top-level attackers are Botnets, or networks of remotely controlled computers
(bots) used for attacks, extortion, and other types of technology-enabled crimes. One film
industry security expert explains:


In one instance, people are hacking already hacked systems and stealing their bots. What they
do is hack an insecure server, plant a bot, and secure the server from other bot thieves. The
result is the creation of a massive botnet. When you have 100,000 computers at your disposal,
that’s power. You pay me $50,000 or I take down your online gambling site for 3 days. That’s
real money.


A network security engineer at a large software company underscores the harm caused
by sophisticated malefactors, explaining these botnets “serve as a middleman, making it very
difficult to find out who’s in charge.” He adds, “Teens are not a big concern for [our com-
pany], sharing software or minor piracy, but the real threat is the professional hacker who is
contracted out. It’s just like business outsourcing.”


Similar to a legitimate business, professional pirates also operate with hard goods, using
authentic equipment and facilities. According an MPA report on organized movie piracy in
Asia, optical discs are distributed in a supply chain with manufacturers, wholesale distributors,
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38Motion Picture Association Organized Crime and Motion Picture Piracy Asia/Pacific Report. November,
2005.
39The Motion Picture Association of America (MPAA) handles U.S. piracy, while the Motion Picture
Association (MPA), deals mainly with international piracy. They are both part of the same organization.
40Formerly MediaSentry. http://www.safenet-inc.com/
41http://www.mediadefender.com/
42http://www.google.com


exporters, and territorial overlords who supply street peddlers.38 The quality of pirated goods
can be very good. One computer network security expert explains:


The biggest threat [to our company] are [the] professional middlemen. These are the people with
professional equipment that can handle producing large volumes of authentic-looking software
packages that sell near or at retail prices. Some have duplicated some, not all, of overt (visible
physical security on disc and packaging) and covert (invisible) security measures.


This is further facilitated in countries that may share similar motives in undermining
economies of other nations. While there is growing pressure to curb piracy, piracy can gener-
ate a tremendous amount of revenue for some countries that turn a blind eye. One security
expert hypothesizes, “China will not significantly shift to protect our [intellectual property]
until they have IP to protect.”


The decentralized and borderless nature of the Internet creates many layers of enforce-
ment and political difficulties in protecting IP by U.S. industries. One studio security expert
explains, “Pirates will move their operations to Europe, and if that’s clogged up, they’ll move
it to Asia, then Africa, until there’s a rogue nation with the bandwidth willing to host every-
thing for a fee.” Nations with lax copyright laws and enforcement requires companies to
develop strategies and partnerships that pool technological, enforcement, legal, and political
resources to create a security framework.


The film and recording industry has employed a variety of technologies to fight
piracy. The studios are aware that overaggressive technological solutions can trigger a
public backlash and stronger antiforensics countermeasures. To protect against soft goods
piracy, movie studios rely on the MPA, which handles international piracy, and the MPAA,
which handles piracy in North America. This chapter will use both organizations’ names
interchangeably.39 The MPA employs both technical and legal staffs, many with law
enforcement and investigation backgrounds. Some studios go further by employing 
their own security staff who monitor and searches communication mediums used by piracy
networks.


Some technical services are outsourced to vendors specializing in piracy. Companies
such as Safenet40 (MediaSentry), MediaDefender,41 Ranger Online, and MediaForce are con-
sidered P2P “bounty hunters,” who perform security activities using tools such as search
engines more sophisticated than Google42 (Ahrens 2002; Hanley 2003). In addition, these
companies employ covert disruptive technologies such as adding distortion to digital music
files and uploading partial and tracking files. However, one studio security expert warns,
“if you employ too many countermeasures, the account will be banned which includes an 
IP block, making it difficult to infiltrate top [release group] members.”
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43http://www.microsoft.com/windows/windowsmedia/forpros/drm/default.mspx
44http://www.microsoft.com/genuine/default.mspx?displaylang=en
45http://www.apple.com/itunes/
46http://www.macrovision.com/
47Wired News via Reuters May 20, 2002. http://www.wired.com/news/technology/0,1282,52665,00.html


To maintain flexibility and allow managed copying and licensing of media, software,
and hardware, companies have employed Digital Rights Management (DRM), a controversial
set of technologies used to set limitations on the uses and duplication of copyrighted material.
For example, the software company Microsoft43 verifies the authenticity of their software
using Microsoft Genuine Advantage (MGA)44 to check the Validation Key or Certificate of
Authenticity (COA). However, loopholes have been exploited by pirates. According to one
network security professional:


Where fraud occurs very frequently is with Volume License Keys (VLK). VLKs are used in large
companies with hundreds of clients where single installation on all machines is not practical. This
installation method is installed on one machine and cloned on all other machines using the same
key. An IT staff cannot sit there and type in every COA. Licenses are often abused when they pay
for example, 8,000 machines and there are 200,000 installs. This occurs quite frequently.


This highlights the opportunistic nature of pirates. Most software developers use simi-
lar schemes that require product registration and serial number checks. The digital music
download service iTunes45 Music Store limits the number of computers and iPod portable
music devices from playing its copy-protected music using its FairPlay DRM. However,
FairPlay’s DRM security has been circumvented, or “cracked,” by hackers, making down-
loaded music playable on any portable device (Fisher 2004).


Progressively cheaper technology has made pirating easier. Optical disc recorders, or
“burners,” have dropped in price to a point where it is affordable to the average consumer.
These CD and DVD burners can quickly and cheaply make perfect replicas of original
discs. While DVDs contain a Content Scrambling System (CSS) DRM encryption scheme,
it has long been easily circumvented by freely downloaded utilities that have decoded the
encryption algorithm (Patrizio 1999). Once decrypted, the digital bits can be copied or
“ripped” on to a computer and transferred over the Internet. It is important to note that
DRM and copy protection technology is not new. Before the Internet, Macrovision46 tech-
nology distorted video copying from multiple video cassette recorder (VCR) devices.
However, soft goods piracy has allowed for unprecedented distribution speed without any
quality degradation. The music recording industry has been profoundly affected by the low-
ered cost of technology and increased Internet bandwidth. Small music files are especially
vulnerable to soft goods piracy due to the lack of copy protection technology built in from
its inception.


Sony BMG highlighted the difficulties of using technology to fight piracy by unsuc-
cessfully implementing CD copy protection schemes. In 2002, Sony’s Extended Copy
Protection (XCP) embedded Key2Audio technology in CDs designed to prevent disc ripping,
and duplication was easily circumvented by “scribbling around the rim of a disk with a felt-tip
marker.”47 Similarly, in 2005, Sony BMG drew harsh criticism and later retracted its copy
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48A Trojan horse is a program that hides malicious code inside innocuous files that can be activated to cause
harm such as allowing unauthorized access to computer systems. Unlike a computer virus, Trojan horses do
not self-replicate and spread.
49According to the 2006 CSI/FBI Computer Crime and Security Survey, only 25% of respondents reported
security incidents to law enforcement (Gordon et al. 2006).
50The Film Piracy Report, Issue 01, July 2006.


protection for its music CDs that installed a Trojan-horse-like48 rootkit, or hidden files that
compromised Microsoft Windows-based PCs to hacker attacks (Schneier 2005). One studio
security expert stressed the ineffectiveness of using only technology to stop piracy, likening
copy protection to “snake oil.” Moreover, technologies that are designed to secure systems
against piracy such as Trusted Computing, a closed system architecture of dedicated hardware
designed to only run approved software, “can be employed to better protect pirates and their
P2P distribution networks from the entertainment industry” (Schechter, Greenstadt, and Smith
2003). Consequently, part of the strategy used by companies is using law enforcement for
assistance.


ENFORCEMENT AND INVESTIGATIONS


The main reason why piracy occurs is the low risk of detection and apprehension. As part of
an overall strategy, industries have partnered with law enforcement to incapacitate offenders.
Unlike other industries such as banking, which tend to underreport crime in fear of the nega-
tive ramifications associated with insecurity,49 piracy is very compatible with policing objec-
tives and capabilities. Police specialize in forensics for the purpose of gathering evidence to
build cases for prosecution. Evidence collection can involve seizing computer equipment or
temporarily stopping operations. For companies that rely on continuous business functional-
ity, the priority is restoring or maintaining operations, which can destroy ephemeral digital
evidence required for case building. One network security expert at a computer hardware
company explains, “[During a criminal event, it might be too late if the system is already up
and running.” Moreover, sensitivity of information, such as trade secrets, can be exposed dur-
ing public hearings. Several interviewed network security professionals warned that any
attempts at deterrence from aggressive technical and legal actions can be seen as an affront
and challenge to the hacker community, which can lead to a spike in attacks from more
sophisticated hackers.


The piracy enforcement philosophy, however, embraces high-profile investigations and
arrests. The film industry, for instance, targets high-profile top sites, suppliers, and high-level
distribution channels to disrupt P2P networks and supply chains. According to a film industry
security expert, “Disruption of a top site does two things: sends a message to other distribu-
tors that a major site can be taken down, and sends a ripple effect to other servers that get
overloaded.” In addition, high-profile raids are often reported by media outlets, and details are
made available through MPAA publications that advertise literally tons of counterfeit optical
discs seized, with an estimated street value of billions. In a 2006 MPA piracy report, New
York City police seized 91,685 optical discs during a raid on May 11, weighing nearly as
much as two adult elephants and four baby elephants.50
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51http://www22.verizon.com/


Investigations leading to big busts are a result of active partnerships between industry
and law enforcement. Neither law enforcement nor the film industry has the capacity to deal
with piracy. Modern society is described by Ericson and Haggerty (1997) as “risk society,”
where the complexities of technology that require expertise have overwhelmed traditional
forms of social control. As a result, social institutions such as the police have adopted a busi-
ness model in dealing with risk by allocating limited resources and becoming “experts” in
specialized fields. According to one network security engineer, the “pain,” or potential losses
to companies, has increased to a point where public assistance is deemed a necessary part of
a comprehensive security plan. A studio security expert echoes this opinion, explaining,
“State law allows for the MPA to do complete investigations all the way up to the arrest. They
can even obtain search warrants. However, they don’t do this. They share the responsibility
with police.” Several film industry investigators and security experts have law enforcement
backgrounds. The “instant trust and rapport,” according to one security supervisor with a law
enforcement background, helps ensure a reliable evidentiary chain during an investigation.


A typical online movie piracy investigation starts when the MPAA or studio identifies
a file sharer, usually with a substantial amount of copyrighted files on his or her local drive
or file server. Once evidence is collected, such as screen captures of the suspect’s file direc-
tory showing movie titles and other identifiers, a file sharer’s unique Internet Protocol (IP)
address is recorded. Similar to telephone numbers, IP addresses are a series of numbers that
give location information on the Internet of a particular piece of hardware, which can 
be used to find a physical location. The Internet works by transferring information that is
broken up into smaller “packets” that are routed to an end destination and reassembled
using the IP delivery protocol. Similar to telephone number area codes, the first series of
digits belong to different Internet Service Providers (ISPs), such as cable and telecommuni-
cation companies.


Once an IP address is identified, the MPAA or studio can identify and contact the regis-
tered ISP, who has the actual end-user information. Each ISP subscriber is assigned a specific
IP address within the ISP network. To obtain private customer information, a legal order or
subpoena is acquired. After customer information is obtained, the MPA can pursue two
avenues: contact the party directly or contact law enforcement for apprehension.


One complication is the conflict between media companies interested in protecting their
intellectual property and ISPs who have an interest in protecting customer privacy to prevent
losing subscribers. In 2002, the ISP Verizon51 refused to serve an RIAA partial subpoena that
requested end-user subscriber information. RIAA President Cary Sherman (2002) filed a brief
stating, “Verizon disingenuously implies that they are protecting the ‘privacy’ of their sub-
scribers. But they are not.” The refusal by Verizon to release customer information began a
chasm that has also caused a discord with the motion picture industry. One film industry secu-
rity expert explains, “Collaboration between the film industry and ISPs were on a very good
basis until the RIAA wanted user info. When that lawsuit [between the RIAA and Verizon]
happened, we were shut out.” He adds, “This situation is still contentious. Cable companies
have been more cooperative over [telecommunication ISPs],” reasoning, “Smaller companies
want to protect their bandwidth.” Through a series of ongoing controversial court battles, ISPs
have turned over information to media companies.
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52Sample legal letters sent to The Pirate Bay can be found at http://thepiratebay.org/legal.php
53http://law.onecle.com/california/penal/13848.html
54http://www.dvd-recordable.org/Article1694-mode=thread-order0-threshold0.phtml


Once end-user information is obtained, the studio or MPA usually issues a cease and
desist letter, a legal letter that demands immediate termination of activities deemed in viola-
tion of law. With end-users, usually a teenager, the threat of legal action is usually enough to
end file sharing activities. One studio security supervisor explains, “What usually happens is
a notice is sent with some legalese and parents usually call in.” However, this same studio
security supervisor who signs the letter with his contact information has had countless reper-
cussions, such as threatening phone calls and even postulates that his credit has been ruined
by retributive hackers.52


If criminal actions are pursued, law enforcement is contacted. In California, there is 
no specified piracy branch of law enforcement. Piracy usually is handled by a combination 
of federal, state, and local agencies. When crimes that are high-tech in nature occur, they are
typically assigned to one of the state’s five regional high-tech crime taskforces. These task-
forces operate under the Office of Emergency Services (OES) and are consulted by a steering
committee consisting of public law enforcement, district attorneys, and a variety of private
industry representatives. Regional taskforces consist of a variation of federal agents from dif-
ferent agencies, including the California Highway Patrol, county sheriff departments, local
police departments, and state and local district attorneys.


These taskforces serve to enforce crimes sanctioned under California Penal Code
13848,53 specifying activities such as unlawful access to computer systems, copyright infringe-
ment, white-collar crime, and theft of trade secrets. Crimes are often reported at local police
stations and referred to the taskforce. Taskforce officers are given ongoing extensive training
and have been successful in numerous cases, including a $200 million bust in Southern
California in 2004, the largest in U.S. history.54 The taskforce only accepts cases filed by
regional police departments or victim company representative directly, not the general public.


Depending on the nature of the case, the primary role of law enforcement is to identify
the suspect(s) and to obtain the probable cause. Probable cause is the threshold of evidentiary
standard necessary for searches and arrests. According to a regional taskforce member,
90 percent of all cases involve time- and labor-intensive computer forensics to build eviden-
tiary proof of a crime.


Computer forensics is a systematic analysis of computer hardware and software to col-
lect evidence for the purpose of building a case. A taskforce supervisor explains, once a
computer is brought in, the first step is to take a “snapshot” of the system configuration and
time logs using special forensics software to prevent accusations of evidence tampering. Next,
the storage drive is imaged, or an exact duplicate is made, to prevent altering data or time-
sensitive files and logs. Preserving digital evidence is an important step because any auto-
mated system process or investigator input can alter the drive content. To further preserve
evidence integrity during the file transfer process, computer transfers take place in a locked
room inside the substation when unsupervised. The duplicate drive is then scanned for viruses
before being installed in an isolated computer. Finally, a search is performed to look for evi-
dence. According to several investigators and district attorneys interviewed, law enforcement
experience can minimize the time required for locating files for prosecution. Outsourcing
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forensics work to private vendors and hiring purely technical civilian personnel are not con-
sidered by law enforcement for this reason.


Public apathy also adversely affects law enforcement priorities and budgets. One task-
force investigator explains, “Banks don’t make good victims. Technology doesn’t make good
victims. [Companies are] already rich!” He adds, “The problem is public perception. [Piracy]
will never be prioritized.” Since budgets are set by elected officials who reflect the concerns
the majority, street crimes are given supremacy over protecting company profits. One state
government emergency services representative explains how public indifference towards
piracy can impact budgets:


We just need someone to bang on Washington’s door and say we need funding. It’s getting worse,
it’s not getting better. You have funds for victims against women and they get funding, but based
on identity theft, that’s devastating [also]. But since it’s not violent, it doesn’t qualify. You talk to
any law enforcement agency [and they will confirm that] we just don’t have enough funds. We’re
on a shoestring budget.


The lack of funds has significantly limited the capacity of piracy enforcement in
California. Each regional taskforce is given approximately $2 million annually from the OES
in grants and is required to match 25 percent of state contributions. Most taskforces’ contri-
bution far exceeds the minimum 25 percent match requirement, citing personnel, training, and
equipment costs. One taskforce supervisor estimates departmental contributions closer to 
$6 million. This amounts to roughly .01 percent of the overall department budget for the
2005–06 fiscal year. Moreover, the five regional taskforces do not cover the entire state, leav-
ing gaping holes in the security infrastructure.


The lack of funding and limited capacity has resulted in more discriminating case
selection. One taskforce investigator explains a typical scenario, stating “A case is usually
picked up when there are multiple victims by the perpetrator and reaches a $2,500 loss or
damage threshold.” He adds, “The taskforce is extremely busy, with each detective typically
working five forensics cases and three intrusion cases.” According to another investigator,
each case takes approximately three times longer and generates significantly more paper-
work than typical street crime, describing her work as “never ending.” Each industry must
vie for limited investigatory time. With hard goods piracy, the same investigator estimates
the minimum threshold for taking a case is approximately 500 CDs and 100 DVDs to make
it “worthwhile.”


In addition to small budgets and limited manpower, cultural factors also limit availability
of police to industry. Law enforcement has developed a strong subculture from real and per-
ceived dangers inherent to the profession that has resulted in a strong loyalty to other officers
(Christopher Commission Report 1991; Skolnick and Fyfe 1993). While the taskforce is desig-
nated to enforce corporate crimes under PC13848, a large proportion of their workload
involves handling cases received from local agencies requiring technical assistance in crime
scenes. Cases range from extracting and analyzing surveillance video stored on a digital
medium to child pornography. Cases brought in from officers or law enforcement agencies are
not turned away but are placed in queue and often take priority over company cases. According
to one federal agent assigned to the taskforce, “Cases are given priority by court dates and if
imminent danger is present.” This added workload diverts time dedicated to companies, who
often find it difficult to compete with cases involving children. During one committee meeting,
an industry representative voiced his frustration, stating “We can’t compete with children.”
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Another structural issue of law enforcement is whether police, who are generally reac-
tive by nature, should take on a more active prevention role. Some industry critics question
the usefulness of forensics, which allocate resources after a crime has been committed, versus
prevention-based corporate network security and critical infrastructure protection models.
One state emergency services representative questions if taskforces are necessary, given that
many large companies employ their own team of investigators. She uses one large software
company as an example, commenting, “They have their own team now, their own investiga-
tions.” She questions, “Maybe the trend is we need to re-look at [our strategy]. Are we dupli-
cating [their functions]?”


A network security expert at a large software company reaffirms the need for law
enforcement’s role in forensics. He stresses, “Local law enforcement is the biggest area of
need,” adding, “It’s a pipeline problem and forensics is the single biggest critical element.
Law enforcement should focus on what they’re good at, forensics.” He further emphasizes the
need to significantly increase collective investigatory capacity by increasing the base knowl-
edge of all law enforcement officers at the street level. He states, “The local level is lagging
the most and there needs to be a pipeline of information starting at the community colleges to
offer mandatory training to law enforcement recruits and cadets to get them thinking and inte-
grated into the forensics realm.” One taskforce supervisor agrees, stating that the need for
forensics is growing, with more digital evidence not just from computers, but from cellular
phones to personal data assistants (PDAs). He states, “One, the [taskforce] is important and
needs to be expanded and two, there needs to be some sort of training curriculum and base
knowledge [at the street officer level].” Implementing expensive high-tech training may be
difficult for the vast majority of local officers who have little to no background in computers.
According to one taskforce supervisor, it takes approximately four years to fully train an
investigator.


Even if funding for the taskforce is increased, it remains difficult to expand personnel.
The rigid bureaucratic structure of law enforcement often promotes officers away from task-
force divisions to higher-ranking positions supervising street officers. One former taskforce
detective used the taskforce as a steppingstone to become sergeant. Another member took
mandatory leave of the taskforce for a couple of years after being promoted to sergeant before
returning. In addition, members of the taskforce are frequently “pulled” from the taskforce
and reassigned to home agencies in need of personnel for street duties. Despite “free” training
and equipment offered to departments who assign officers to the taskforce, who are essen-
tially “gaining a full function computer crime lab,” understaffed departments remain reluc-
tant. Moreover, there is the constant possibility of losing officers to private industry positions
offering higher salaries. Furthermore, outsourcing or hiring nonsworn investigators is not
considered.


Prosecutorial willingness to accept cases is another limiting factor to law enforcement
effectiveness in handling Internet crimes. The factors that can influence decisions can range
from threshold of losses to jurisdictional issues. As mentioned, computer crime cases are sig-
nificantly more time consuming to prosecute than street crimes. Despite special district attor-
neys assigned to the taskforce, prosecutors face similar issues of prioritizing cases ranging
from identity theft to piracy to child pornography. One taskforce investigator explains, “A lot
of crimes are considered misdemeanors with penalties being [very] light, such as probation.
In addition, with things such as IP tracking, it’s hard to prove who was on the computer,” con-
cluding, “It’s just not worth the time.” For example, fraud cases relayed by the FBI and
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55http://www.ic3.gov/
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National White Collar Crime Center’s (NW3C) Internet Crime Complaint Center (IC3)55 are
not pursued by the taskforce. She explains that the taskforce is too busy, and oftentimes com-
panies will write off losses as a routine cost of doing business.


The borderless nature of the Internet is also a factor adding to prosecutorial difficulties.
International cases require extensive concerted efforts based on the cooperation and assis-
tance of foreign governments. According to one investigator, “Cases are dropped immedi-
ately once they cross international lines.” One studio security expert confirms the criminal
justice bottleneck, stating “[In order for the studio] to pursue more criminal cases, we need
support from the government, the U.S. Attorneys Office,” explaining, “Those are hit and
miss.” More research needs to be conducted to explore the factors and variables contributing
to case acceptance.


The bottlenecks that limit the capacity of law enforcement to operate effectively and
efficiently in a cyber environment can be explained by Pontell’s (1984) systems capacity the-
oretical framework. According to systems capacity theory, “the effectiveness of criminal jus-
tice is dependent upon the willingness and ability of the criminal justice system to enforce
laws and mete out punishment.”56 Variables affecting law enforcement and industry such as
prosecutorial decision-making, budgets, bureaucratic structures, public apathy, and the strong
countermeasures of Darknet can limit the overall capacity of criminal justice. This is substan-
tially compounded by a borderless cyberspace environment.


Two major variables that allow for the flexibility to deal effectively with the Internet
environment are an inverse relationship between organizational hierarchy and individual
autonomy. The major difference between the taskforce and street patrol units is the significant
flattening of the hierarchical command structure with high-level investigator autonomy.
According to one taskforce supervisor, rank is seldom exercised. Investigators generally oper-
ate independently and autonomously on cases. One potential problem with such a large
degree of freedom may be the lack of direct supervision of investigators with a significant
amount of fieldwork. However, the supervisor explains that autonomy is necessary and worth
the tradeoff, stating “A lot of it is based on trust.” Furthermore, symbols of rank and authority
such as uniforms and service weapons are disregarded and replaced by business casual attire.
The autonomy also allows investigators to build personal rapport with individuals within
companies who contact investigators directly for enforcement needs.


Despite the negative ramifications of aggressive enforcement by companies, legal
actions are undoubtedly the most controversial strategy used against file sharers and distribu-
tors. The main legal apparatus used against online file sharers are copyright laws.


COPYRIGHT LAW AND LEGAL ACTIONS


The United States copyright law was established to protect “authors of ‘original works of
authorship,’ including literary, dramatic, musical, artistic, and certain other intellectual works”
(Title 17, U.S. Code).57 This was derived from an international agreement at Bern,
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58http://www.law-ref.org/BERN/index.html
59http://www.copyright.gov/legislation/dmca.pdf
60http://www.chillingeffects.org/anticircumvention/faq.cgi#QID123
61http://www.law.cornell.edu/uscode/html/uscode17/usc_sec_17_00000107——000-.html


Switzerland, on September 9, 1886, at The Bern Convention for the Protection of Literary and
Artistic Works.58 Copyright laws affecting Internet piracy includes published and unpublished
literary work, musical work, pictorial and graphic work, motion pictures, and sound record-
ings. Today, Title 17 is part of an international agreement called the World Intellectual Property
Organization (WIPO) Copyright Treaty. There are many caveats to the copyright law that are
too lengthy for discussion, but for the purposes of this chapter, the focus will be on the Digital
Millennium Copyright Act of 199859 (DMCA, H.R.2281 Public Law 105–304) amendment to
Title 17, U.S. Code, which focuses specifically on newer computer technologies.


The DMCA makes important modifications to traditional copyright law. Specifically, it
addresses technologies used in online file sharing. There are two main sections of the act. Title I
(§1201) of the DMCA makes it illegal to use circumvention technologies used to block user
access without permission. For example, using technologies that unlock cable television chan-
nels to access premium content is in violation of the DMCA. Title II (§1201) of the DMCA
criminalizes trafficking of circumvention technologies, such as distribution of code that decrypts
DVD DRM software. The DMCA also makes illegal the tampering or removal of Copyright
Management Information (CMI) that identifies copyrighted work, such as authorship, embed-
ded company information, and limitations of use, such as End User License Agreements.
Criminal penalties for violation of the DMCA, specified under §1204, are fines up to $500,000
and/or imprisonment of up to five years for violation of one section. If a violation occurs in both
§1201 and §1202, offenders may face up to a $1 million fine and/or imprisonment for up to 
10 years. Exception to the DMCA include nonprofit libraries, archives, educational institutions,
and public broadcasting entities with a statute of limitation of up to five years.


Companies can also file civil suits in federal district courts against groups or individu-
als. Civil penalties are based on judiciary discretion. A judge can order monetary restitution,
including legal fees and profits earned from piracy. Furthermore, injunctions can be issued
stopping the distribution or destruction of circumvention tools and products. Judges can also
order probationary conditions that restrict computer access. A repeat violation within a three-
year period can result in tripling the damages awarded.60


The most publicized legal actions began with the RIAA, who sued P2P organizations. In
December 1999, the first mainstream P2P operation Napster was sued for violation of the
DMCA from music files shared. RIAA counsel Cary Sherman justified the civil suit, stating
“Napster is about facilitating piracy, and trying to build a business on the backs of artists and
copyright owners” (Menta 1999). The RIAA sued for violation of Title I and Title II of the
DMCA, resulting in $100,000 for each copy-protected song file being shared, totaling approx-
imately $20 billion from a library of over 200,000 downloadable songs at the time. In defense,
Napster cited the “fair use” doctrine of the Copyright Act of 1976 §107,61 which allows for
limited duplication of copyrighted material without permission. The doctrine takes into
account the purpose of use, nature of the copyrighted work, the amount and substantiation of
the copied work, and market effects of the copying. Napster’s argument that it was merely
facilitating users to share files for noncommercial fair use and not all files were copyrighted
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62RIAA v. The People: Two Years Later. Electronic Frontier Foundation. http://www.eff.org
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music files was criticized by the RIAA as being “baseless” (Borland 2000). The Ninth Circuit
District Court agreed, reasoning that since Napster routed all songs through its own internal
servers, Napster has a responsibility to prevent copyright infringement (McGuire 2005). The
result was Napster shutting down operations in 2001 after an injunction to stop operations and
a $36 million settlement. Napster eventually reemerged after a bankruptcy buyout to become a
legal DRM-compliant pay service. Many subsequent P2P services have been sued since.


The RIAA drew the most controversy in 2003 when it began filing mass lawsuits
against individual file sharers. After winning legal battles with ISPs to obtain end-user infor-
mation, such as Verizon, 261 lawsuits were filed in the United States in what was described as
“driftnet fishing” tactics.62 Almost all users were unable to pay for legal fees in a lengthy
court battle and settled out of court for an average of $3,000 each case. In 2004, after a legal
setback with ISPs, the RIAA began suing “John Does,” or anonymous individuals known only
by their IP addresses linked to high-volume “gregarious” file sharing activities (Roberts
2004). Since end-user information was limited, individuals who were sued ranged in age 
from children to senior citizens, with an infamously dubious lawsuit filed against a deceased
83-year-old grandmother that was later withdrawn (Bangeman 2005).


In 2005, file sharing entered the U.S. Supreme Court in Metro-Goldwyn-Mayer Studios
Inc. (MGM) v. Grokster Ltd. (545 U.S. 913),63 cementing the legal liability of P2P download
services. In a landmark unanimous ruling, the Court found Grokster’s64 online P2P service:
(1) similar to Napster, aimed to satisfy a known source of demand for copyright infringement,
(2) it did not attempt to develop software to curtail piracy activity, and (3) Grokster was mak-
ing money by selling advertising space in their free software. This ruling has settled any
uncertainties regarding the legal position of P2P operations. One studio Internet security
expert explains that when civil cases are brought forth by the MPA, “There is no defense,”
adding, “It’s not a case where there’s any gray areas. With Grokster, now everyone has a much
better understanding and everything is rock solid [when cases are filed].”


In Arista Records LLC et al. v. LimeWire LLC (Civil Action No. 06 CV. 5936 2006),
defendants accused the recording companies of using strong-arm tactics to win cases and
undermine P2P technology. According to P2P service LimeWire,65 the studios’ refusal to
license content for digital distribution while not developing their own equivalent technology
in a timely manner constitutes a “conspiracy to destroy innovation” and threatens to “destroy
P2P technology.” LimeWire cited denied requests for legitimate distribution. Studios declined
requests for DRM licensing and hashes (encryption codes used for authenticity identification)
used in content filtering. Moreover, the defendants accused the studios of anticompetitive
pricing. LimeWire has currently filed a countersuit demanding a jury trial. The suit is unlikely
to win from mounting legal precedent in cases such as Napster and Grokster.


For individual file sharers who have tried to defend cases, it has been very difficult to
find compelling evidence. In Arista Records LLC et al. v. David Greubel (Civil Action No.
4:05-CV-531-Y, 2005), the defendant argued that the lawsuit was too vague without specifying
the actual time and acts of infringement, reasoning that merely the availability of the files does
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not constitute distribution. In addition, the defendant argued that the studios failed to properly
register the sound recordings. Using the semantics of the law, the defendant also argued that
§106(3) of the Copyright Act does not cover electronic transfers, only specifying “copies or
phonerecords.” The judge, however, denied a request by the defense for case dismissal.


The film industry has also exercised legal action against threats to their IP. According to
one studio security expert, “there is a limited palette of legal options to choose from,” citing
“the DMCA is used on a daily basis.” Among the legal options available are “cybersquatting”
laws, which are laws preventing extortion-like registration of online domain names associated
with a company and charging inflated prices to return them. In addition, the film industry fre-
quently utilizes federal laws targeting camcordering in movie theaters. The “No Electronic
Theft Act,” or Net Act (17 U.S.C. § 101),66 criminalizes profiting from copyrighted material,
and the Family Entertainment Act67 under the Copyright Act further specifies penalties and
actions associated with infringements of motion picture copyrighted material.


Unlike the RIAA, civil cases against end-users are less frequently pursued by the MPAA,
which uses a top-down approach. According to one studio security expert, targeting file sharers
is “a lot of expenditure for someone without a whole lot of money.” He adds, “Studios don’t
have an interest in bankrupting people and holding the judgment over their heads,” explaining,
“We do it when we feel there are some [public relations] benefit.” He warns of the negative
ramifications of overaggressive legal actions, stating “The more [the industry applies] ever-
thicker layers of lawyers to this problem, the more lawyer-proof new technologies [will be]
that emerge.” This is consistent with a deterrence model study that found short-term legal vic-
tories are negated by long-term losses from stronger resistance (Oksanen and Valimaki 2006).
Instead, the industry sees a bigger impact by targeting release groups and dismantling top sites.


Aggressive legal actions have failed to significantly deter file sharers. According to a
2004 Pew report, unauthorized music downloads had increased from an estimated 18 million
in 2003 to 23 million in 2004 (Rainie et al. 2004). A recent study found that while file sharing
has decreased due to legal threats, a substantial amount of files shared on P2P networks
remain (Bhattacharjee et al. 2006). According to an EFF report, empirical evidence shows
P2P network usage increasing despite earlier self-report surveys “suggesting a modest reduc-
tion in file sharing since the recording industry lawsuits against individuals began.”68


CHANGING THE PUBLIC DISCOURSE: WINNING 
“HEARTS AND MINDS”


The most important and effective long-term strategy to permanently curtail piracy, as emphasized
by all three industries, is to change the public discourse through education. While most file shar-
ers know their activities are prohibited, it is difficult for industry to convince them to stop.
According to all three industries, community self-policing can be formed through internalization
of morals. One film industry security expert comments, “One of the most challenging things for
us is in [the public relations] and education side of the house. We can say [our message] but it
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really doesn’t translate.” He questions, “How do we educate the public? How did we become the
bad guys?” These are the major challenges developing a permanent solution to online piracy.


It remains extremely difficult for industry to convey the overall societal impact of
online piracy to change public perceptions that are fixated on the hacker mentality. “It’s an
issue of legitimacy,” explains one movie industry security expert. “To win the hearts and
minds and [change the perception that] it’s easier to buy than to steal.” While some losses are
absorbed as business losses to multimillion-dollar companies, the negative ramifications of
piracy can permeate throughout society. The same security expert explains:


What’s the big deal about piracy? The big deal is one, the tremendous money involved and two,
the money doesn’t go back to the community, ultimately hurting the community. It may seem like
free stuff and fun initially. The effects are huge on our economy overall. Our economy is based on
innovation, not production.


When asked about the positive competitive effects of piracy such as driving down
prices, progressing innovation, and better, more robust products, the movie security expert did
not see any positive effects. He explains, “You’re actually driving down competition,” adding,
“Small companies are affected the most. For example, why buy $30 software when the boot-
leg high-end stuff is for free?” He emphasizes, “It’s hard to explain to the average person who
feels they’re spending too much; hard to make them understand production coming to their
town.” One network security engineer at a large software company explains, “All forms of
computer crime creates an ‘IP tax,’ costing everyone money.” The added cost of vigilance in
security and piracy are absorbed by higher retail prices for goods and services, perpetuating a
disadvantageous cycle for companies competing against Darknet. Changing public mentality
through education requires the right combination of education and deterrence strategies tar-
geted towards different groups.


The major challenge facing companies battling piracy is balancing rigorous enforce-
ment and education. As seen in the music industry, overaggressive enforcement and legal
actions against the general public can undermine educational strategies, creating adversarial
relationships. One network security engineer explains, “There is a big chasm between public
consciousness and the reality of computer crime.” One strategy used by the film industry is
convincing casual file-sharers sympathetic to topsites and release groups that there are real
“bad guys” running these operations. It is important for all industries to tailor specific strate-
gies toward specific groups. Using strong enforcement and technological efforts can be effec-
tive against release groups, but not a majority of the file sharing population.


The largest concentration of piracy is tech-savvy teenagers, highlighting the importance
of early intervention and prevention strategies. According to a 2004 Harris Interactive poll
conducted for the Business Software Alliance (BSA), in comparison to children aged 8 to 12,
more teenagers believe it is okay to download copyrighted material. Teenagers are also less
likely to worry about getting in trouble with their parents and more likely to know peers who
illegally download copyrighted material. The Harris poll concluded, “Teaching respect for
digital copyrighted works is critical as young people grow up.”69
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According to Farrington (2003), crime is best prevented by targeting onset deviant
behavior before a spike during the teenage years. The same data show that targeting criminals
later in life is a less optimal allocation of resources from the general desistence in deviant
behavior, or “aging-out,” during adulthood stemming from higher incomes and greater
responsibilities. This is consistent with one security expert interviewed who gave up hacking
to pursue a legitimate career at a studio when his wife became pregnant with his first child.
This security expert, aware of the aging-out effect warns, “Going after [teenagers] is just a
bully tactic. The reality is that there are true bad guys who run these [piracy] operations at a
large scale.”


CONCLUSION


In summary, piracy of intellectual property is a growing problem magnified by increasingly
affordable and faster computer technology and the Internet. To curtail this problem, security
alliances have been formed between industry, public law enforcement, and domestic and
international political bodies. However, a critical partnership must be formed with the general
public, currently fixated on the discourse of companies getting just deserts in losses from the
new generation of Robin Hood–like freedom fighters only worsens the problem. Without
changing public perceptions that online piracy is often used to fund other dangerous illegal
activities and requires more resources than traditional street crimes, public policing will
remain limited to small taskforces.


It has been determined that using technology alone is ineffective and often leads to
more robust countermeasures by sophisticated individuals and groups in Darknet. Using
California as the focus of this research, it has been shown that collaborations between polic-
ing and industries are forming to deal with the problem. However, with structural and cultural
barriers in place, full and successful partnerships have not come to fruition. To achieve this,
significant changes in the hierarchical command structure must take place that gives officers
more autonomy and, moreover, keep trained investigators from being promoted to other
duties. Furthermore, law enforcement is at a pivotal moment to invest in increasing the
technical knowledgebase of all agents and officers or face falling further behind increasingly
organized and sophisticated criminal bodies. Partnerships must be expanded beyond certain
industries to create a unified security network that transcends geographic borders.


Major structural changes must take place in the legal system to allow for the necessary
flexibility to deal with the borderless nature of the Internet. Without such changes, specialized
taskforces will be constrained to local jurisdictions. The rigidity of the legal system forces all
law enforcement to follow evidentiary protocol for both physical and digital evidence for a
public trial. These requirements discourage many industries from seeking law enforcement
assistance and, moreover, prevent law enforcement from forming active partnerships based on
areas of greatest impact: piracy prevention and network security.


A true paradigm shift is required to acknowledge that Internet piracy is more than a
niche “computer crime” that affects large corporations. New theoretical models in the social
sciences must be developed to understand the social mechanisms that drive file sharers and
multifaceted online social networks. In addition, cross-disciplinary research should include
economic models and technological perspectives in computer sciences, engineering, and info-
matics. More research and funding for research are vital. Unfortunately, without public and
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political acknowledgement that computers and the Internet are no different than ordinary
crimes, funding for enforcement and research of Internet-enabled crimes will remain mar-
ginal and limited.
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Abstract


Highly organized domestic and international “Warez release groups” compete to illegally
amass huge stores of digital media, including movies, music, games, and software programs.
The secretive world of the “Warez scene” presents complicated legal, ethical, cultural, and
sociological issues. This chapter examines the development of the Warez community and the
evolution of criminal copyright infringement laws targeting Warez traders. In addition, this
chapter considers persistent challenges facing law enforcement and policymakers seeking to
prevent and prosecute online intellectual property theft. This chapter concludes with several
practical proposals aimed at decreasing illegal Warez trading and promoting a global environ-
ment that better respects creativity and innovation.


INTRODUCTION


Drink Or Die, Pirates with Attitude, Rogue Warriorz, and Razor 1911. These names may be
unfamiliar to the general public, but they are well known to law enforcement in the United
States and overseas as well as to digital media producers. These designations identify some of
the top online piracy groups recently prosecuted for criminal copyright infringement of tens
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of thousands of software programs, songs, video games, and movies. These loosely affiliated,
but highly organized, domestic and international groups compete to illegally amass huge
stores of digital media in the secretive online world known as the Warez scene (Department of
Justice n.d.). Warez release groups actively operating online are considered to be responsible
for the vast majority of illegal digital media available on the Internet (Department of Justice
n.d.), resulting in billions of dollars in lost revenues to the entertainment industry every year
(Motion Picture Association of America 2005, 2006). Digital media producers fear that the
rapid pace of technological advances and the greater technical skills of Warez community
members will lead to continuing increases in intellectual property theft worldwide (Hinduja
2001; Yang and Hoffstadt 2006). This chapter examines the development of the Warez com-
munity and the evolution of criminal copyright infringement laws to target Warez traders. 
In addition, this chapter considers the persistent challenges facing law enforcement and
policymakers to prevent and prosecute online intellectual property theft in the Warez scene.
This chapter concludes with several practical proposals aimed at better deterring online piracy
in the Warez community.


THE DEVELOPMENT OF THE “WAREZ SCENE”


The early 1990s witnessed explosive growth in the information technology industry. Millions
obtained faster Internet access on the job, at school, and at home, while increased capacity for
data storage made it quick and easy to upload and download a wide range of information and
materials from the Web. Newly developed CD burners became inexpensive commodities allow-
ing individuals to rapidly and easily burn CDs of downloaded materials for further use or even
resale. These technological innovations improved overall communications and productivity, and
also led to the proliferation of illegal activities on the Internet, including illegal infringement 
or theft of copyrighted materials (Granade n.d.; Hinduja 2001). Popular games, music, movies
and software programs were soon being illegally traded on the Internet. The term Warez 
(pronounced “wares”) is a play on the word software, with the addition of the “z” indicating that
the software program has been illegally copied (Granade n.d.). Therefore, gamez refers to video
games illegally copied, or moviez meant films illegally copied, and so forth (Granade n.d.).


Clandestine groups of individuals, later referred to as Warez release groups, began to
race to illegally collect and/or exchange these valuable business assets, sometimes days or
weeks before the digital media producers ever publicly released or distributed these products
(Hinduja 2001; Department of Justice n.d.; States News Service 2006a). Some Warez groups
may specialize in particular types of Warez, while others may aim merely to collect as much
illegal digital media as possible. Members of Warez traders may actively use and barter their
Warez with other groups while some Warez groups only collect Warez to impress others with
the level of their technical abilities and the breadth of their collections (Goldman 2003;
Granade n.d.). Certain Warez groups consider themselves to be archivists of older or out-of-
date video games, called abandonware or abandonwarez (Costikyan 2000; Goldman 2003;
Granade n.d.). These abandonwarez groups collect earlier versions of gamez that are no
longer supported by their original vendors but are still protected under copyright laws
(Costikyan 2000; Goldman 2003; Granade n.d.).


Over time, Warez release groups began to develop a typical kind of hierarchy and
methodology that best facilitated their Warez access and trading activities. Normally, at the
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top of the Warez group are site operators, or SiteOps, who run and maintain the Warez site and
directing the activities of the group (Nasheri 2004; Department of Justice n.d.; States News
Service 2006a). The SiteOps also control access to the site by group members or other Warez
traders through various security measures, such as encrypted e-mails, virtual hosts to disguise
their IP addresses, invitation-only instant messaging channels, unusual screen names to mask
individual identities, and password-protected sites (Nasheri 2004; Department of Justice n.d.;
States News Service 2006a). In the initial stages, scripters aid in the programming necessary
to build the Warez Web site, while equipment suppliers obtain the hardware necessary to sup-
port the site, such as hard drives or servers (Department of Justice n.d.; States News Service
2006a). Brokers try to recruit other individuals to participate in the Warez group’s actions or
contact other Warez traders for exchanging or bartering pirated goods (Department of Justice
n.d.; States News Service 2006a).


Usually, a Warez group receives an illegal copy of a desired game or other media prod-
ucts from suppliers, individuals with prerelease and/or unauthorized access to the copyrighted
goods (Department of Justice n.d.; Computer & Internet Lawyer, The 2002). At times, the
suppliers may be employees within a media company, such as in United States v. Sarna, 2004,
when six former Fox Cable Network employees were accused of using the company’s com-
puter network for their own Warez operation (Entertainment Litigation Reporter, The 2004b).
Suppliers may also be company outsiders, such as film critics or game reviewers, who gain
access to products before public release (States News Service 2006b; Entertainment
Litigation Reporter, The 2004a; States News Service 2006a). In another criminal case, United
States v. Breen, 2004, the suppliers posed as game reviewers for nonexistent game magazines
to get their hands on prerelease versions of video games (Entertainment Litigation Reporter,
The 2004a). In other instances, suppliers may be individuals who obtain early access to pub-
licly distributed products materials, such as movie projectionists or cammers, individuals who
illegally use digital camcorders to record films at the theater (Motion Picture Association of
America 2005; States News Service 2006).


In turn, couriers gather the stolen materials from their suppliers and then upload them to
one of the Warez group’s drop sites (Department of Justice n.d.; States News Service 2006a).
The most technologically advanced members of the Warez group are the crackers who retrieve
the copyrighted materials and defeat any antitheft or copyright protection controls built into the
pirated goods. Once these devices have been removed, the cracker will test the product to make
certain it still functions properly. The cracker then breaks the successfully cracked item up into
manageable file packets for further distribution and downloads it to the drop site (Department
of Justice n.d.; States News Service 2006a; Computer & Internet Lawyer, The 2002).


Then prerelease couriers or preers make certain that the illegal goods are disseminated
worldwide within minutes to secure file transfer protocol (FTP) sites that store the group’s
Warez. Secure FTP archive or storage sites may contain 10,000 and 25,000 copies of illegal
Warez. These FTP sites permit certain group members and other associated Warez groups to
upload and download the illegal Warez. An information file (.nfo file) is attached to the
cracked Warez announcing which Warez group deserves credit for the new release
(Department of Justice n.d.). Most drop sites and FTP archive sites are illicitly hosted, abus-
ing the limited computer resources of large universities and major commercial businesses
(Computer & Internet Lawyer, The 2002).


The Warez community thrives on the competition for collecting new goods that others
do not possess or have not yet cracked, battling for 0-Day Warez releases that occur before or
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within 24 hours of the release of a new game, movie, software program or music CD
(Goldman 2003; Department of Justice n.d.). In one instance, DrinkorDie, an elite Warez
group that originated in Russia, released copies of Microsoft 95 two weeks before its official
company launch (Nasheri 2004).


Individuals in Warez groups often crave the attention and ego boost they get from beat-
ing out other Warez groups by cracking and releasing hot items first and then proclaiming their
technical superiority to others in the Warez community. In addition, each Warez group attempts
to build their goods collection and their overall reputation in the Warez scene, thereby increas-
ing their group’s free access to pirated goods from other leading release groups (Goldman
2003; Department of Justice n.d.). Some people join Warez groups for the excitement of being
involved in an underground community locked in a cat-and-mouse game with law enforcement
and industry giants (Goldman 2003). One Warez site operator admitted that “deep down every-
one is a little scared [of criminal prosecution] but that is also what keeps us going” (Goldman
2003, 407). The Warez scene also fosters a sense of community and camaraderie amongst indi-
viduals who may feel estranged from society in the off-line world (Goldman 2003).


Unlike other criminal gangs, most Warez groups neither pursue commercial gain nor
undertake entrepreneurial distribution of their Warez (National Institute of Justice [NIJ]
2004). Many in the Warez community disdain any sale of their cracked items, preferring to
view their group’s activities as akin to an online “Robin Hood,” offering goods to a deserving
public oppressed by the media and entertainment industries’ unfair pricing and licensing prac-
tices (Goldman 2003). Similarly, some Warez groups see themselves as cyber anarchists,
believing that all forms of creative media should be given away to the public for free
(Goldman 2003). Since most Warez groups did not pursue economic gain, but personal
aggrandizement, Warez release groups were originally outside of the purview of prosecution
under earlier criminal copyright infringement laws.


Recognizing that Warez groups can account for up to 90 percent of all pirated materials
on the Internet (Computer & Internet Lawyer, The 2002), the information technology and
entertainment industries have long demanded greater legal protection from digital piracy. In
2005, the Institute for Policy Innovation, a nonprofit research organization, indicated that the
movie industry alone lost about $2.3 billion due to Internet piracy, with about $447 million
from domestic online piracy and more than $1.8 billion from international online piracy
(Motion Picture Association of America 2005). In addition, online movie piracy resulted in
approximately 141,030 lost jobs and $837 million in lost tax revenues (Motion Picture
Association of America 2006).


The software industry estimates its losses to all forms of piracy, including Internet
piracy, at about $12 billion annually, with about half of all piracy losses coming from Asia,
particularly China, Indonesia, and Vietnam (NIJ 2004; Software & Information Industry
Association [SIIA] n.d.). The greatest dollar losses due to software piracy are about $2.4 bil-
lion in China and about $2.2 billion from the United States (NIJ 2004). Although the United
States has a relatively low piracy rate of about 25 percent, the software industry’s high rev-
enue losses are due to its high percentage of computers and computer users in the United
States (SIAA n.d.). The Recording Industry Association of America [RIAA] also indicates
that its industry loses about $4.2 billion every year to piracy worldwide, including online
piracy (RIAA 2003a).


It is important to recognize that pirated items posted by even the most well-meaning
Warez groups often trickle outside of the confines of the scene on to the broader Internet. In
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some cases, the cracked items end up on peer-to-peer (P2P) file-sharing sites with millions of
copies being downloaded illegally. In addition, some Internet sites lure visitors with offers of
free access to goods, then victimizing them through identity theft, fraudulent schemes, or
computer viruses (Sag 2006). In other instances, cracked items find their way to offline orga-
nized crime gangs or terrorist groups. These criminal groups often have established and oper-
ate bricks-and-mortar optical disc factories that allow them to generate hundreds of thousands
of counterfeit discs for sale in the real world (Nasheri 2004; Department of Justice n.d.). The
sale and distribution of counterfeit hard goods help to fund their criminal activities and 
their cheaper prices seriously damage the market for legitimate products (Nasheri 2004;
Department of Justice n.d.).


Subsequently, industry pressure compounded by concerns about online consumer pro-
tection and the need to prevent pirated goods from being used to support organized crime and
terrorism, led Congress to reevaluate existing copyright laws. Since the 1990s, Congress has
consistently acted to revise criminal copyright infringement laws and to increase the associated
penalties in an effort to specifically target Warez release groups (Yang and Hoffstadt 2006).


THE EVOLUTION OF CRIMINAL COPYRIGHT INFRINGEMENT LAWS


The Constitution directs Congress “[t]o promote the Progress of Science and useful Arts, by
securing for limited Times to Authors and Inventors the exclusive Right to their respective
Writings and Discoveries” (U.S. Const., art. I, §8). Copyright law protects original, creative
works in a fixed form, such as software programs, movies, songs, and video games (17 U.S.C.
§102 (2005)). Congress determined that in order to promote creativity the copyright laws
must reward creative people and entities with ownership and control over their creative works
for certain time periods (cf. Ferrera et al. 2004). In general, creators possess the exclusive
right to reproduce or copy the copyrighted work, to prepare derivative works, to distribute
copyrighted works, to sell, license, or transfer ownership to others, and to perform and/or pub-
licly display their creative works (17 USCS § 106 (1-5) (2004); cf. Ferrera et al. 2004; Latham
2003; Szymanski 1996). Since 1998, the protected term for copyright for individuals is the
life of the author or creator plus 70 years or copyright owners for works created after January 1,
1978 (17 U.S.C. §302 (1998); cf. Ferrera et al. 2004). For copyrights owned by corporations
or e-businesses, the copyright term is 95 years from the date of first publication or 120 years
from the date of creation, whichever is shorter (17 U.S.C. §302 (1998); cf. Ferrera et al.
2004). During the life of the copyright, the creators would be allowed to maximize potential
revenues through such avenues as licensing fees or royalty payments (Blessing 2004; Kartha
1996–1997; Kravis 1993).


Opportunities for creative control and economic gain are considered the prime incen-
tives for creative activities that promote the public good under copyright law (NIJ 2004;
Piquero and Piquero 2006). The revenues generated by creative works are considered central
to funding future creative endeavors that provide more products and services for consumers
(NIJ 2004; RIAA 2003a). Economists and other experts opine that creativity and innovation
will decline if creative people and entities are not rewarded economically for their efforts (NIJ
2004; Morea 2006). Third parties who violate the copyright holder’s exclusive rights without
their consent are “free riders” on the creative efforts of others and are therefore subject to the
civil and/or criminal penalties for copyright infringement (Nasheri 2004).
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Types of Copyright Infringement


Digital piracy is one type of copyright infringement which allows illegal file sharers to “free
ride” off the creative efforts of others. This infringing behavior harms innovation and creativ-
ity (Hinduja 2001; Nasheri 2004; Morea 2004), often robbing artists and businesses of the
funds needed to encourage the creation of new works, to develop and market the creative tal-
ent of the future, and to provide future consumers with a continuing range of musical options
(Nasheri 2004; RIAA 2003a). For example, the RIAA contends that 85 percent of all released
recordings do not bring in sufficient sales to cover their costs (RIAA 2003a). The industry
asserts that it must rely on the 15 percent of profitable recordings to subsidize these losses and
to be able to continue to develop new artists and more musical choices for consumers (RIAA
2003a). Similarly, the movie industry claims that illegal downloading harms its ability to pro-
duce new films, since only 1 in 10 films ever repays its initial investment (Taylor 2005).


Under the law, there are three basic forms of liability for copyright infringement; direct,
contributory, and vicarious infringement (Ferrera et al. 2004). Generally speaking, the direct
infringer is the primary party who has violated one or more of the copyright holder’s exclu-
sive rights (Ferrera et al. 2004), such as an individual who illegally downloads a song or 
a supplier in a Warez group who uploads an illegal copy of a video game to a drop site.
Contributory infringement only exists if there is an underlying direct infringement, and the
party knew or should have known of the infringing conduct and caused or contributed to the
acts of the direct infringer (Ferrera et al. 2004). Members of Warez groups who do not under-
take the direct infringement but recruit others to infringe copyrighted works for the group’s
collection or illegal P2P file-sharing services that provide access to unauthorized copies of
copyrighted material are good examples of contributory infringers. Lastly, vicarious infringe-
ment occurs when an individual or business receives a direct financial benefit from another’s
infringing acts and has the right and ability to supervise the party’s infringing conduct
(Ferrera et al. 2004). Bulletin board services or online auction sites that post pirated goods
and receive a direct economic gain through ad revenues, subscriptions, or commissions may
be held responsible for vicarious infringement. Warez groups might be considered vicarious
infringers because they direct the infringing activities of their members and may receive the
economic benefit of enjoying free games, movies, music and software programs or bartering
their goods with other Warez groups.


Main Exemptions to Copyright


The law balances the creative control of copyright holders with promoting the public good in
having access to creative materials (Blessing 2004; Ferrera et al. 2004; Kartha 1996–1997;
Kravis 1993). To achieve this goal, the copyright laws contain certain limitations on the rights of
the copyright owner, including the fair use and first sale doctrines as well as public domain.
Under the fair use doctrine, parties can use copyrighted materials without the consent of the
copyright holder depending upon the purpose and character of the use, the character of the copy-
righted material, the amount or substantiality of the material used in relation to the work as 
a whole, and the impact of the use on the potential market for the copyrighted materials 
(17 U.S.C. 107; cf. Campbell v. Acuff-Rose Music, Inc., 510 U.S. 569 (1994); Erekosima and
Koosed 2004; Ferrera et al. 2004). The court will balance these elements to determine if the use
is a fair or legitimate one under copyright law. Generally speaking, an instructor providing a
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couple of pages from a 300-page informational text as part of a classroom handout may be pro-
tected under fair use (Ferrera et al. 2004) since the purpose is educational, the work at issue is
primarily informational, the amount copied is small in comparison to the work as a whole, and
the conduct is unlikely to have a serious impact on the marketability of the item. Warez groups
would not be expected to succeed in claiming fair use since they are not copying for nonprofit or
educational purposes, they copy all or most of a creative, rather than an informational work, and
their efforts are viewed as having a substantially negative impact on the market for these goods.


However, abandonwarez sites may have a potential claim under fair use. Although
these groups copy the entire work, they do so primarily for educational purposes, desiring to
maintain the cultural and technological history of gaming by preserving vintage video games
no longer supported by their original producers (Gentile 2006). Furthermore, abandonwarez
sites do not impact the market for these video games since these items are no longer sold, dis-
tributed, or supported and may actually help to stimulate interest in forgotten games or pro-
mote a market for revised versions of these older games for a new audience. For example,
abandonwarez sites helped to revitalize interest in the 1981 video game, Frogger, which sub-
sequently led to the legal development and marketing of a highly successful 1999 version,
one of the top ten of the best-selling video games that year (Gentile 2006). To date, it is
uncertain how courts will apply fair use to civil and/or criminal infringement actions brought
against abandonwarez groups.


The first sale doctrine concerns one’s right to sell or dispose of a copy of a legally obtained
item, such as a book, wherein the seller does not retain any rights to the sold or disposed item 
(17 U.S.C. §109 (2000); cf. Erekosima and Koosed 2004; Ferrera et al. 2004). Typically, under
the first sale doctrine, university students may legally buy a text for a class and then resell it 
at the end of the semester, giving up all rights to the book (Ferrera et al. 2004). Since Warez
groups do not legally purchase the items they trade in, they would not be protected under the first
sale doctrine. Even if a group member had legally obtained a creative work, uploading the item
for Internet access and copying would not come within the doctrine because the original
purchaser does not give up rights to the item, but enjoys it along with many other users.


Lastly, the notion of public domain largely applies to works for which the copyright
protection period has expired or works created by the U.S. government, such as court deci-
sions or legislative materials (Ferrera et al. 2004). Warez groups try to crack and distribute
copyrighted commercial works, often before or shortly after their public release, so this
defense would also not likely apply to their activities.


Updating Criminal Copyright Infringement Laws


Initially, digital media producers tried to deter Warez activities through traditional civil law-
suits (cf. Groennings 2005; NIJ 2004). Under civil copyright actions, copyright holders may
call for monetary damages for their actual losses, statutory damages ranging from $200 
to $100,000 per work infringed, attorney’s fees, and injunctive relief (Ferrera et al. 2004).
Industry members, especially the Recording Industry Association of America (RIAA),
brought hundreds of civil lawsuits against individuals who illegally downloaded or allowed
others to download from their computers unauthorized copies of copyrighted materials 
(NIJ 2004). These lawsuits, coupled with the development of legal downloading sites, led to 
a steep decline in illegal file-sharing from 29 percent (approximately 35 million users) to 
14 percent (about 18 million users) in 2003 (Rainie et al. 2004; cf. Groennings 2005). 
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The movie industry also claims that illegal downloading impacts its ability to develop new
movies, since only one in ten films ever recovers its initial investment (Taylor 2005).


At the outset, this copyright litigation mainly succeeded in moving individuals, already
prone to legal behavior, to use properly licensed media services (Clark 2006; Sag 2006; Sohn
2006), such as iTunes or the new Napster, with little effect on hard-core infringers, such as
Warez groups. In the wake of these lawsuits, there was actually an increase in illegal down-
loaders, including Warez groups who sought out and began to utilize more unorthodox
Internet channels to exchange Warez, pushing Warez activities even further underground (cf.
Groennings 2005). Successful civil actions against sophisticated Warez groups had some lim-
ited success, but became problematic due to the difficulty in identifying the actual individuals
involved in Warez groups (Goldman 2003; Yang and Hoffstadt 2006). Also the fact that many
Warez defendants are judgment-proof meant that they were not deterred by the threat of dam-
age awards (Goldman 2003; Yang and Hoffstadt 2006). Therefore, the information technol-
ogy and entertainment industries began to lobby Congress for more severe criminal penalties
for Warez activities (Morea 2006).


Prior to 1997, in order to prove criminal copyright infringement, the prosecution had to
meet its burden of proof as to four basic elements (Copyright Act of 1976, 17 U.S.C. §506
(2000); cf. Erekosima and Koosed 2004). First, the prosecution must provide evidence to show
that a third party had a valid copyright, such as a musician or video game creator (Copyright
Act of 1976, 17 U.S.C. §506 (2000); cf. Erekosima and Koosed 2004). Individuals or compa-
nies can register a copyright and use that certificate of registration to provide prima facie evi-
dence of ownership (Erekosima and Koosed 2004). Second, the prosecution must prove that
the defendant infringed the valid copyright by violating one of the exclusive rights of the copy-
right owner (Copyright Act of 1976, 17 U.S.C. §506 (2000); Erekosima and Koosed 2004).
Third, the prosecution must show that the defendant’s conduct was willful in infringing
another’s copyright (Copyright Act of 1976, 17 U.S.C. §506 (2000); Erekosima and Koosed
2004). Although courts have taken different approaches to willfulness in the past, most courts
interpret willfulness as the intention to violate copyright law with the jury typically making a
factual determination as to intent (United States v. Cheek, 498 U.S. 192 (1991); cf. Clark 2006;
Goldman 2003; Yang and Hoffstadt 2006). Lastly, the government has to prove that the defen-
dant’s infringement was for either commercial advantage or private financial gain (Copyright
Act of 1976, 17 U.S.C. §506 (2000); cf. Erekosima and Koosed 2004).


Congress took its first step in enacting the Anticounterfeiting Consumer Protection Act
of 1996, which permitted Racketeer Influenced and Corrupt Organizations Act (RICO) viola-
tions to extend to all intellectual property theft, including criminal copyright violations.
Copyright counterfeiting became a predicate offense that may trigger a RICO prosecution and
more severe criminal penalties for organized criminal activity (Erekosima and Koosed 2004).
In light of the growing concerted actions of the Warez scene, digital media producers tried to
prod law enforcement to track down and prosecute members of Warez release groups. Yet ear-
lier copyright laws tied the hands of state and federal prosecutors since prosecutors could only
bring criminal actions against those who sought commercial advantage or financial gain from
their infringing activities. Therefore, the lack of a profit motive originally kept most Warez
release groups outside of the scope of prior criminal copyright infringement laws.


Ultimately, the criminal case of United States v. LaMacchia 1994, pushed Congress to
revise the provisions of and penalties for criminal copyright infringement. David LaMacchia,
an MIT student, used pseudonyms and an encrypted address on his university’s computer
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network to create password-protected bulletin boards that Web surfers to upload and down-
load a broad array of then-popular software programs and video games, including Excel 5.0,
WordPerfect 6.0, and Sim City 2000. In 1994, a grand jury returned a single indictment
against the student under the federal wire fraud statute (United States v. LaMacchia, 871 F.
Supp. 535 (D. Mass. 1994); cf. Clark 2006). The indictment indicated that LaMacchia vio-
lated the statute by illegal copying and distributing copyrighted software, thereby defrauding
the effected manufacturers and vendors of more than $1 million in licensing fees and royalty
payments. Although not part of a Warez release group, LaMacchia could be considered the
first Warez SiteOp to be prosecuted for criminal copyright infringement (United States v.
LaMacchia, 871 F. Supp. 535 (D. Mass. 1994)).


But like most Warez release groups today, LaMacchia did not charge for access to these
pirated programs and games posted on his two Web sites, but made them available for free.
Unable to show either commercial advantage or financial gain, the court dismissed the criminal
indictment as an inappropriate use of the wire fraud statute. The court indicated that prosecu-
tors could not try to turn conduct legal under the existing criminal copyright laws into illegal
crimes through the wire fraud statute (United States v. LaMacchia, 871 F. Supp. 535 (D. Mass.
1994); cf. Clark 2006; Goldman 2003). The LaMacchia court concluded that the student’s
actions might be unethical or immoral, but that Congress would need to update existing copy-
right laws in order to make his actions criminal (United States v. LaMacchia, 871 F. Supp. 535
(D. Mass. 1994); cf. Goldman 2003).


In the aftermath of the LaMacchia decision, Congress responded by enacting several
major laws to deal directly with digital piracy. The No Electronic Theft Act of 1997 (NET
Act) sought to close the “LaMacchia Loophole” under then-existing copyright laws, specifi-
cally targeting Warez release groups (Clark 2006; Goldman 2003; Goldman and Gladstone
2003; Morea 2006). The NET Act expanded the definition of financial gain to include expec-
tations of gain through the sharing or bartering of pirated goods (18 U.S.C. §2319 (1997); 
cf. Andrews 2005; Goldman 2003), a common practice among Warez groups. More impor-
tantly, the Act revised the criminal copyright laws allowing prosecution in instances where
there was no profit or economic motive (18 U.S.C. §2319 (1997); cf. Clark 2006; Goldman
2003; Goldman and Gladstone 2003; Morea 2006).


Under the new law, Congress took a shoplifting approach to online piracy, finding that
illegal file-sharing was akin to stealing items from a bricks-and-mortar store (Copyright piracy,
and H.R. 2265; Goldman 2003). The shoplifter in a retail store is looking for a “five-finger dis-
count,” enjoying the item for themselves or sharing it with others with no intention to resell the
goods for a profit (cf. Copyright piracy, and H.R. 2265). Similarly, illegal file-sharers take
something for free that they would otherwise have to pay for in a store, enjoying it alone or
sharing it with others for free, and should also be prosecuted for the theft, like a shoplifter
(Copyright piracy, and H.R. 2265; cf. Goldman 2003). Typically, public service announce-
ments on TV and at the start of many DVDs picked up this shoplifting theme in which online
piracy is portrayed as no different than stealing an item from a bricks-and-mortar store.


Under the Net Act, any person who illegally shared online one or more copies of copy-
righted material, with a retail value up to $1,000 in a 180-day period, could be charged with a
federal misdemeanor (18 U.S.C. §2319 (b)(1)(1997); cf. Clark 2006; Goldman 2003;
Goldman and Gladstone 2003; Morea 2006). The misdemeanor penalties included fines and
possible prison time of up to one year (18 U.S.C. §2319 (b)(1)(1997); cf. Goldman 2003).
Felony charges could be lodged for a first offense involving illegal file-sharing of 10 or more
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copies valued at $2,500 or more retail with fines and possible imprisonment up to three years.
Subsequent offenses could ratchet up the fines and the prison time up to six years (18 U.S.C.
§2319 (b)(1)(1997); cf. Goldman 2003).


In 1999, the Department of Justice brought its first action under the NET Act against
Jeffrey Levy, a University of Oregon student, who established a bulletin board, similar to the
one in the LaMacchia case (Goldman 2003; Goldman and Gladstone 2003; Morea 2006). His
site allowed others to download thousands of copies of software programs, video games, music
and movies (Goldman 2003; Goldman and Gladstone 2003; Morea 2006) with the actual retail
value considered to be approximately $70,000. Levy pleaded guilty to illegally distributing
software (reduced down to $5,000) and was sentenced to two years probation (Goldman 2003;
Goldman and Gladstone 2003; Morea 2006). Prosecutions of other individuals followed, but
over time law enforcement began more aggressive efforts to investigate and prosecute the
growing Warez community with the enactment of two other major copyright laws.


Congress then passed the Digital Millennium Copyright Act (DMCA) in 1998, which
among other things, made it a felony to try to circumvent or to manufacture, offer, or seek to pro-
vide devices that would circumvent copyright protection measures on copyrighted works 
(17 U.S.C. §1201; cf. Ferrera et al. 2004; Fitzdam 2005; Morea 2006; Erekosima and Koosed
2004). The DMCA indicated that violators could be fined up to $500,000 and/or imprisoned for
up to 5 years for a first offense. Any subsequent offenses could result in fines up to $1 million
and/or imprisonment for up to 10 years (17 U.S.C. §1204; cf. Morea 2006). Therefore, Warez
groups which cracked antitheft devices on copyrighted items, such as using DeCSS software to
break the copy protection code on DVDs (Nasheri 2004), would now be violating copyright
under the terms of the DMCA. Warez groups that provide others with or traffic in online tools
for circumventing copyright protection could also be criminally liable under the DMCA.


David Rocci, who established a Web site for Warez groups, www.ISONEWS.com,
became the first person convicted under the DMCA. The site provided the latest news on
piracy developments and the illegal Warez scene. It also sold mod chips that allowed Warez
group members to by-pass copyright protections on game consoles, such as the Microsoft 
X-Box and Sony Playstation, and to engage in unlimited play of pirated video games. The site
received more than 140,000 hits per day and had more than 10,000 registered members. The
site operator was prosecuted for violating the DMCA, was sentenced to five months, and fined
$28,500.00 (Computer & Internet Lawyer, The 2003; Nasheri 2004).


In addition, the DMCA recognized the difficulties that Internet service providers (ISPs)
would face if they had to monitor and deal with potential copyright violations committed by
their subscribers (Erekosima and Koosed 2004; Fitzdam 2005). The DMCA granted immu-
nity to ISPs from direct infringement liability if an ISP adopted and implemented reasonable
policies for terminating online services to repeated infringers and does not interfere with
online technical measures taken by copyright owners to identify and protect copyrighted
materials (17 U.S.C. §512 (i); cf. Ferrera et al. 2004; Fitzdam 2005). Most ISPs require sub-
scribers to agree to terms of use that allow the ISP to terminate those who abuse their Internet
access through repeated acts of copyright infringement (17 U.S.C. §512 (i); cf. Ferrera et al.
2004; Fitzdam 2005). Also ISPs normally do not hamper or impede automated Web crawler
devices that help copyright owners to detect and pursue online piracy (RIAA 2003c).


One of the more controversial provisions of the DMCA allows digital media producers
to use expedited information subpoenas that require ISPs hosting a site that allows access 
to pirated materials to disclose the identity and contact information of the site operator 
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(17 U.S.C. §512(h); cf. Morea 2006). These subpoenas do not require that the subscriber be
informed in advance or given an opportunity to block the disclosure of this personal informa-
tion (17 U.S.C. §512(h); cf. Electronic Frontier Foundation 2006). The RIAA has vigorously
used information subpoenas to determine the identity of an infringing party and to take mea-
sures to halt the infringing activity (RIAA 2003c). In some cases, the RIAA will send an 
e-mail warning the individual to remove their site and stop their illegal conduct (RIAA
2003c). In other instances, the RIAA has brought civil lawsuits and so far has sued hundreds
of individuals for civil copyright infringement, serving both a deterrent and educative impact
on potential online infringers (RIAA 2003c; Sohn 2006).


In its efforts to root out digital piracy, the RIAA sought to extend the DMCA’s provisions
to include access to subscriber information in instances in which the individual was alleged to be
using P2P software programs to share music files from their own computers, and not from sites
hosted on the ISP’s server. Some ISPs voluntarily turned over subscriber information for those
involved with P2P file-sharing to the RIAA. However, Verizon challenged the legality of these
subpoenas under the provisions of the DMCA as well as First Amendment free speech issues and
existing privacy laws (RIAA v. Verizon 2003; cf. Morea 2006; Electronic Frontier Foundation
n.d.). While the District Court sided with the RIAA, the appellate court overruled the lower
court’s decision (RIAA v. Verizon 2003; cf. Morea 2006; Electronic Frontier Foundation n.d.).


The D.C. Circuit court determined that the language and legislative history of the
DMCA did not yet envision the practice of P2P file-sharing and, therefore, such expedited
subpoenas did not apply to pirated materials residing on an individual’s own computer. The
RIAA appealed to the Supreme Court, which rejected its request for further review, leaving
the appeals court decision in favor of Verizon in tact. However, the decision does not prevent
copyright holders from using expedited subpoenas to learn the identities of individuals post-
ing pirated materials on sites hosted on an ISP’s server, such as illegal Warez trading sites
(RIAA v. Verizon 2003; cf. Electronic Frontier Foundation n.d.; Morea 2006).


Subsequently in 2005, Congress sought to further deter Warez operations under certain
provisions of the Family Entertainment and Copyright Act (FECA) (18 U.S.C. Appx.
§2B5.3). Under FECA, the penalties under the Federal Sentencing Guidelines are increased
two levels for those who post prerelease copies of copyrighted works online (18 U.S.C. Appx.
§2B5.3(b)(2)) as well for individuals who store copyrighted work as an openly shared file 
(18 U.S.C. Appx. §2B5.3(b)(3)).


Major Law Enforcement Operations against Warez Groups


Starting in 2000, the FBI, in coordination with other government agencies, undertook a num-
ber of undercover investigations of domestic Warez groups (cf. Goldman 2003). In 2002,
Operation Bandwidth, a two-year covert investigation, pursued Rogue Warriorz (RWZ),
a well-known Warez group established in 1997 (Nasheri 2004; Department of Justice 2003c).
A highly organized group, its potential members were required to submit applications and
complete a successful probationary period before becoming full-fledged members of the
group. The Warez group communicated with each other through a password-protected instant
messaging channel and Web page, which also stored “achievement” statistics for those mem-
bers who brought in the greatest number of pirated items (Department of Justice 2003c).


The FBI set up an undercover Warez site, Shatnet, loaded with thousands of copies of
copyrighted goods. The site was used to lure in RWZ members who wished to barter or trade
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items with another Warez group. The FBI estimated that during a six-month period, the RWZ
group uploaded more than $1 million in pirated software programs, video games, and movies
to the Shatnet site. The investigation led to the indictments of 21 people associated with RWZ,
ranging in age from 23 to 52 years old from 11 different states. One RWZ member from
Saskatchewan faced prosecution in Canada. Each U.S. defendant faced a maximum of five
years in prison and $250,000 in fines, while also agreeing in a plea bargain to pay restitution
to the copyright holders, to hand over the copyrighted works, and to forfeit the computer
equipment used by the group (Department of Justice 2003c).


Other early domestic operations, such as Operation Cybersweep (2003) (Department of
Justice 2003b), Operation Safehaven (2003) (Department of Justice 2003a), which involved a
Warez site using the computer resources of SUNY-Albany, Operation Jolly Roger (2005)
(Department of Justice 2006), and Operation CopyCat (2005) (States News Service 2006a, b)
took further aim at the domestic Warez community. Investigations into the domestic activities
of Warez groups are ongoing.


Yet as the Warez scene became more global, both U.S. domestic and international law
enforcement agencies recognized the need to coordinate their efforts in order to be successful
against Warez traders (Department of Justice 2004). Simultaneous executions of search war-
rants or takedowns were essential to avoid the destruction of evidence or shifting of files to
other drop sites. The first global investigation was Operation Buccanneer, conducted by U.S.
Customs and the Department of Justice’s Computer Crime and Intellectual Property Section,
which targeted Warez members from such high-profile release groups as DrinkOrDie, Razor
1911, and Pirates with Attitude (PWA) (Nasheri 2004). After a 14-month investigation in con-
cert with international authorities, 37 search warrants in 27 U.S. cities, and 19 search warrants
in 5 foreign nations (Australia, England, Finland, Sweden, and Norway) were executed simul-
taneously. It was estimated that these Warez groups established 10 major drop sites in the
United States and overseas abusing the computer resources of several major universities and
corporations. Each Warez site stored between 5,000 and 10,000 pirated items, accounting for
a total of approximately 10 terabytes of data (equivalent to approximately 7,000,000 floppy
disks). The operation netted 40 convictions worldwide, including the leaders of DrinkOrDie,
Razor 1911, and PWA, with sentences ranging from 24 to 30 months to 4 years in prison,
fines in excess of $600,000, and the property seizure of 230 computers (Department of Justice
2002; Department of Justice n.d.; SIIA n.d.).


Law enforcement has continued to follow Operation Buccaneer’s approach of simulta-
neous search warrants or takedowns in attacking global Warez operations. Subsequent inter-
national Warez investigations, such as Operation FastLink (2004) and Operation Site Down
(2005), involved the coordinated effort of various U.S. federal and international law enforce-
ment agencies from more than 12 nations with more than 55 convictions resulting from these
two investigations as of 2006 (U.S. Fed News 2006; cf. Computer & Internet Lawyer, The
2005; Department of Justice 2004).


THE CHALLENGES OF THE WAREZ SCENE


Despite these impressive efforts, digital piracy persists and the Warez community continues to
expand internationally (Goldman 2003). The increasing numbers of technically savvy indi-
viduals with high-level computer and programming skills coupled with their willingness to
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create user-friendly tools that aid the illegal behavior by less technologically astute people
will result in a further increase in cyber crimes, including online intellectual property theft
(Yang and Hoffstadt 2006). It is important to explore in greater depth the main challenges fac-
ing law enforcement and government policymakers in order to determine what proposals
might best aid in the prevention or deterrence of online piracy in the Warez scene.


Low Priority of Criminal Copyright Infringement Cases


Since the start of major operations against Warez groups, there has been a chorus of voices
questioning whether or not limited law enforcement resources should be utilized for such
“victimless” crimes (Nasheri 2004). Despite the changes in the copyright laws, investigations
of criminal copyright are clearly a lower priority for most law enforcement authorities than
dealing with more serious public safety threats, such as terrorism or drug trafficking (Nasheri
2004; Yang and Hoffstadt 2006). Significant interagency coordination is required to under-
take these actions as well as outreach to global law enforcement agencies which may result in
squabbles over appropriate priorities for criminal investigations, proper procedures, jurisdic-
tional concerns, direction and control of the Warez investigation, and ultimate credit for
prosecuting global Warez trading operations (Nasheri 2004; Zacharia 2006). Agencies also
struggle with finding and retaining adequately trained personnel (Nasheri 2004). Operations
against Warez groups may receive plaudits from the effected industries, but generally little
acknowledgement or support from the general public or elected officials for their efforts
(Nasheri 2004).


Aside from the low priority given these matters in the law enforcement community,
other policymakers have criticized the use of limited public safety resources to vindicate the
economic rights of the lucrative information technology and entertainment industries
(Nasheri 2004). Some experts indicate that civil lawsuits should be brought by these private
businesses and underwritten by their own monies, rather than taxpayer funds (Clark 2006;
Nasheri 2004). A return to the days before the NET Act would mean that the civil courts
would once again become the venue for these kinds of intellectual property disputes, which
had previously been largely effective against average downloaders, yet ineffectual against
most members of secretive Warez release groups.


Furthermore, prosecutions of Warez groups have been spotty and the severity of penal-
ties imposed has fluctuated, with courts rarely exacting the highest statutory penalties
(Andrews 2005; Goldman 2003; Goldman and Gladstone 2003). In the anonymous world of
the Internet, this lack of predictability may make many feel that the risks of detection are low,
that prosecution is unlikely, and that any penalties will not be very stiff (Andrews 2005;
Goldman 2003; Hinduja 2001). In this context, many Warez traders may perceive the benefits
of free and easy access to games, movies, music, and applications as outweighing the chances
of detection and serious prosecution (cf. Andrews 2005).


Questioning the Value of Tougher Criminal Penalties


While suing Warez groups proved an unsuccessful route for copyright holders, many believed
that toughening penalties for criminal copyright infringement may not be a better alternative.
Two years after the passage of the NET Act, a 1999 Business Software Alliance (BSA) study
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reported that Warez sites actually grew from about 100,000 to about 900,000 Web pages with
software piracy revenue losses climbing from $11.3 billion to $12.2 billion worldwide
(Goldman 2003; Goldman and Gladstone 2003). A 2001 Websense, Inc., report similarly
found that Warez sites had increased after the NET Act, estimating the existence of about
5,400 Warez sites with in excess of 800,000 individual Web pages for Warez trading (Fisher
2001). Strengthening the penalties seems to have fueled greater interest in Warez, in part,
because of unique sociological factors attributable to participants in the Warez scene
(Goldman 2003; Goldman and Gladstone 2003).


As discussed earlier, many Warez participants consider themselves to be “cyber-Robin
Hoods” (Goldman and Gladstone 2003, B9), fighting against powerful industries who have lob-
bied for unfair laws (Goldman 2003; Goldman and Gladstone 2003). Making penalties stiffer
only reinforces this group’s view of its own martyrdom and the need for members to continue to
battle the unjust authority forces within government and industry that persecute Warez traders
(Goldman 2003; Goldman and Gladstone 2003). In addition, some Warez members thrive on the
thrill that goes with being in an underground community involved in illicit activities (Goldman
2003; Goldman and Gladstone 2003). Tougher sanctions against Warez groups only heighten
the excitement for these individuals and may promote Warez activities (Goldman 2003;
Goldman and Gladstone 2003). Their egos become inflated with the thought that federal and
international law enforcement are chasing them which makes their ability to avoid detection and
prosecution even more impressive (Goldman 2003). Furthermore, those who join the Warez
scene for camaraderie they cannot find in the offline world may become even more closely
bonded to others in that community (Goldman 2003). Although tougher criminal penalties may
deter some individuals, the criminal sanctions fuel an “us versus them” perspective that may
solidify these personal bonds and exacerbate the shared outlaw mentality (Goldman 2003).


In addition, others outside of the Warez scene have criticized the potential impact of
these criminal laws on developing technologies (cf. Morea 2006). Individuals and companies
involved in researching and developing new technologies are concerned that revisions to
existing copyright laws have diluted the protections for fair use and dampened the willingness
of entrepreneurial individuals and firms to finance and create new technological tools (Clark
2006; Fitzdam 2005). This concern is exemplified in the Supreme Court case of MGM
Studios, Inc. v. Grokster 2005. In that case, the entertainment industry called upon the courts
to expand civil contributory and vicarious liability to defendant companies who developed
P2P software programs that could be used for both legal file-sharing and illegal downloading
activities (MGM v. Grokster 2005). Although the Supreme Court found in favor of the enter-
tainment industry, many legal experts decried the outcome as placing a “chilling effect” on
valuable future technologies that would benefit society as a whole.


In his concurring opinion in Grokster, Justice Breyer gave voice to this concern. He
contended that the majority’s strict interpretation and application of copyright standards from
earlier precedent might


[s]ignificantly weaken the law’s ability to protect new technology. . . . To require defendants to
provide, for example, detailed evidence, say business plans, profitability estimates, projected
technological modifications, and so forth, would doubtless make life easier for copyrightholder
plaintiffs. But it would simultaneously increase the legal uncertainty that surrounds the creation
or development of a new technology capable of being put to infringing uses. Inventors and entre-
preneurs (in the garage, the dorm room, the corporate lab, or the boardroom) would have to fear
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(and in many cases endure) costly and extensive trials when they create, produce, or distribute the
sort of information technology that can be used for copyright infringement. . . . The additional
risk and uncertainty would mean a consequent additional chill of technological development.
(MGM v. Grokster 2005, 2792–2793)


Clearly, if the threat of civil liability might harm technological exploration and devel-
opment, then the threat of criminal penalties, such as fines and prison time, would potentially
create a more serious obstacle to future technological growth. It is important to note that the
creation and distribution of P2P software eventually resulted in the development of legitimate
legal file-sharing services, such as iTunes and the new Napster. Had it not been for the origi-
nally illegal files-sharing sites that had initially developed P2P software programs, one may
legitimately ask whether or not there would have been the evolution of legal sites that have
benefited both industry and the consuming public.


Incompatibility between Revised Laws and Societal Values


In enacting changes to the copyright laws, Congress attempted to draw an analogy between
shoplifting in the bricks-and-mortar world and illegal file-sharing in the online world.
Unfortunately, many in the public do not agree with this analogy. Surveys consistently show that
most Americans, especially teenagers, think illegal file-sharing is acceptable, and not stealing, so
long as there is no profit motive involved (Clark 2006). Some 78 percent of people who download
music do not think it is theft, while Internet users in general agree by a margin of 53 percent. Of
teenagers, one of the largest groups involved in illegal downloading, two-thirds oppose any crim-
inal fines for file-sharing and 8 out of 10 teens think file-sharing should be legal (Fitzdam 2005).


Furthermore, Americans have also become accustomed to information and entertain-
ment on demand and tailored to their needs (Goldman and Gladstone 2003; Morea 2006;
Sohn 2006). File-sharing allows individuals to select what they want, when they want it, lead-
ing many to become desensitized to these activities as intellectual property theft (Goldman
and Gladstone 2003; Morea 2006; Sohn 2006). A 2002 Business Software Alliance survey
found that 80 percent of Internet users admitted to having downloaded commercial software
illegally and for free, while about 25 percent of all Web surfers claim to never pay for soft-
ware (Goldman 2003; Goldman and Gladstone 2003).


A subsequent 2003 survey by the Pew Internet Project backs up the notion of increased
disrespect for copyright laws and the rights of copyright holders (Madden and Lenhart 2003).
In that survey, about two-thirds of those who share files online indicated that “they don’t care
whether the files are copyrighted or not” (Madden and Lenhart 2003, 1). This lack of concern
was particularly strong amongst young Americans, aged 18 to 29, with 72 percent claiming not
to care if the files they downloaded were copyrighted (Madden and Lenhart 2003). Four out of
five full-time students expressed no concern about the copyright status of the files they down-
loaded (Madden and Lenhart 2003). Furthermore, adults aged 30 to 49 were in general agree-
ment with these two groups, since 61 percent of these adults also had a lack of concern about
downloading copyrighted work (Madden and Lenhart 2003). Coupled with the anonymity of
the Internet and the low risks of prosecution, many individuals regularly download copyrighted
materials with little knowledge or concern about legal mandates. Many people now scoff at
copyright laws, in part, due to the prevalence of P2P networks and illegal file-sharing, by the
public, in general, and Warez traders, in particular.
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Some people may rationalize their illegal file-sharing by claiming that these downloads
help them to sample music before buying it or arguing that prices for digital media are too high
and do not adequately reward artists (Madden and Lenhart 2003). Other individuals may
believe that lucrative digital media industries will not miss the few dollars they might spend on
copyrighted materials (Madden and Lenhart 2003; RIAA 2003a). Others assert that they must
download abandonware since these items are not readily available in offline markets (Madden
and Lenhart 2003). None of these reasons takes into account the big picture; the cumulative
effect of millions of illegal downloads on jobs, tax revenues, artist royalties or industry profits.


Clearly, there is a disconnect between legal policies on file-sharing and public percep-
tion’s of right and wrong as regards this activity in the United States. Professor Steven Penney
stated that most Americans believe that “criminal law should not be used for things most peo-
ple reckon are not really wrong, or if wrong, merely trivial” (Morea 2006, 228) and view
copyright infringement as too minor for criminal penalties (Morea 2006). Further, Professor
Joel Feinberg opined that criminal sanctions are not justified for copyright infringement due
to the lack of potential and substantial harm to others (Morea 2006). He asserts that copyright
violations should only be criminalized if there are no other alternatives to preventing such
activities (Morea 2006). Legal experts suggest that this discrepancy between public policy
and public morality may make it difficult to successfully prosecute Warez traders before
juries who may hand down verdicts nullifying the revised criminal copyright laws as incon-
sistent with public values (Yang and Hoffstadt 2006).


Similarly, in a global context, not all cultures take the same approach to the legality
and/or morality of intellectual property laws and associated online downloading practices
(NIJ 2004; Piquero and Piquero 2006). In Canada, individuals are allowed to download copy-
righted materials from file-sharing sites provided that these items are limited to personal or
private use (NIJ 2004). Taxes are imposed upon recording products, such as rewritable CDs,
and these taxes fund artist royalties (NIJ 2004). Through this approach, Canadian officials
attempt to compensate artists while freeing up limited law enforcement resources for more
serious intellectual property violations (NIJ 2004).


Differences can also arise from long-held cultural and social mores that may be very
difficult to change with the legalistic stroke of a government pen (NIJ 2004; Piquero and
Piquero 2006). For example, a survey in Singapore found that students were more knowl-
edgeable about copyright laws than North Americans, but were more likely to view the moral-
ity of downloading through the lens of the overall benefits to family, friends, and themselves,
rather than strict legal mandates regarding such copying (Piquero and Piquero 2006).
Furthermore, the enforcement of intellectual property laws may be seen by some as just
another opportunity for rich, powerful countries to coerce poorer, less industrialized nations
into protecting the assets of wealthy elites (Piquero and Piquero 2006).


PROPOSALS FOR DETERRING ONLINE PIRACY 
IN THE WAREZ COMMUNITY


Taking these various issues into consideration, legal commentators have hotly debated what
should be done to deal with the Warez scene. There has been a consistent tug-of-war between
those experts calling for steady increases in criminal penalties while others propose the aban-
donment of criminal penalties in favor of civil lawsuits, seeking court injunctive relief and
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monetary damages (cf. Goldman 2003; Groennings 2005; Morea 2006). As each side pulls for
its perspective, neither approach has proved sufficient on its own to address illegal download-
ing, particularly amongst active participants in the Warez scene. Other additional creative pro-
posals could be considered in order to help more effectively address copyright infringement
concerns relative to Warez release groups.


Promote Industry Proactive Measures to Reduce Warez Trading


One of the best ways to reduce Warez trading is for effected industries to shoulder greater
responsibility in helping to prevent Warez activities. Industry can take proactive steps to
reduce Warez activities including, the development of technological measures that reduce
Warez cracking efforts, employee education efforts and confidentiality agreements aimed at
potential Warez suppliers, improvements to network security to block the creation of Warez
storage sites, and the purchase of “hacker insurance” to help spread potential industry losses.
By undertaking a multi-pronged approach, industry can help itself avoid the expenses of civil
lawsuits and the revenue and productivity losses associated with Warez groups’ activities
while preserving limited law enforcement resources.


First of all, digital media producers need to continue to develop new technologies to
stop illegal copying and to facilitate the authentication of legitimate products (Morea 2006;
Nasheri 2004). Many firms recognize existing defects in their products and the limitations of
their antitheft measures, but ship the products nonetheless in order to generate revenues.
Rather than expecting public resources to be used to protect their business assets after-the-
fact, impacted industries could strive for fewer defects in their products as well as employ new
technologies, such as advanced encryption, security holograms or biometric codes (Nasheri
2004), or digital watermarking (MGM v. Grokster 2005); all options aimed at deterring the
ability to crack items, and hack systems for FTP while making it easier to detect infringers
The burden of avoiding product defects that create opportunities for infringement and keeping
pace with future product protection tools should fall primarily on the industries that would
benefit the most from halting illegal file-sharing (MGM v. Grokster 2005; Nasheri; 2004;
Yang and Hoffstadt 2006).


Alternatively, the industry needs to find better ways to allow consumers to make use of
items they have legally downloaded (Clark 2006; Fitzdam 2005). Many consumers are upset
that once they have legally downloaded an item, they are prevented from making back-up
copies of a DVD or CD or transferring legally obtained songs or games to multiple platforms,
within the consumer’s own household (Clark 2006; Fitzdam 2005). The DMCA needs to be
revised to insure that those who legally download materials are not penalized for using legiti-
mate sites and are not required to buy multiple copies of the same item in order to make full
use of these materials (Clark 2006; Fitzdam 2005).


In addition, insiders in the information technology and entertainment companies play
key roles in leaking valuable company assets to Warez groups. Digital media producers
should take a proactive role in training employees about the value of copyright ownership to
company revenues and employee job security as well as their employees’ legal duty to keep
confidential company information private. Companies also need to better supervise employee
compliance with their legal and fiduciary obligations relative to their employer’s copyrighted
products. Companies should also properly screen requests for review copies of forthcoming
products to insure that the requestors are actually bona fide product reviewers.
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Furthermore, employees and other insiders, such as game reviewers, should be required
to sign confidentiality agreements prohibiting them from disclosing or distributing copy-
righted materials. Any breach of these confidentiality agreements would result in civil dam-
ages and injunctive relief. Any current employee who passes along copyrighted materials,
would also be subject to appropriate discipline or discharge for violating their fiduciary duty
of confidentiality and their legal obligations under the confidentiality agreement.


It is also important to note that many Warez groups have exploited the resources of legit-
imate business and major universities to house their FTP sites. These institutions need to bet-
ter protect and monitor their own networks to avoid this abuse. Those companies that fail to
adopt reasonable network security measures could be held civilly liable for failing to keep
Warez groups from misusing their resources. Legal theorists already have acknowledged that
tort theories may be applied to these situations, including the breach of the duty of reasonable
care for a company’s failure to develop and maintain a secure computer network. The potential
for such liability might increase vigilance by firms most likely to be targeted by Warez groups
to house their illegal copies. Educational and business entities could try to spread their losses
among insurance companies by obtaining “hacker insurance.” About 25 percent of U.S. busi-
nesses have hacker insurance while other companies are self-insured, choosing to take steps
on their own to prevent illegal and damaging network intrusions (Yang and Hoffstadt 2006).


Educating the Public about Value of Copyright Protections


The government and business have developed and implemented a number of educational cam-
paigns aimed at children, teens and adults (cf. RIAA 2003b). Despite these educational pro-
grams, many in the public do not seem to know about the changes to previous copyright laws
and lack an understanding of and appreciation for the importance of copyright protection to
national and international commerce (cf. Morea 2006; Nasheri 2004). The commercial sector,
with its vast marketing resources, may wish to study ways in which it can best get its message
across to a broad spectrum of the public, especially young people (cf. Andrews 2005). These
education efforts can also be tailored to reach people in other nations for whom preexisting
cultural values may impact their views on file-sharing. Serious and concerted efforts need to
continue and be broadened to better educate the public about how copyright laws help to pro-
mote individual and corporate creativity, to provide valuable information and products for the
public, and to protect company revenues and the associated jobs of individual employees. This
educational process could also stress the ease and convenience of legitimate file-sharing sites.


In this campaign, universities and colleges have a special obligation to educate their stu-
dents about their legal and ethical obligations as to legal file-sharing (Groennings 2005;
Hinduja 2001; Morea 2006). College students are more likely than nonstudents to participate
in illegal downloading and are often key members of Warez groups (Hinduja 2001; Morea
2006). In part, university computing resources, especially high-speed Internet access, provide
cheap and easy downloading opportunities for students (Hinduja 2001; Morea 2006). As indi-
cated earlier, university networks also have become prime targets for Warez storage sites.


To help students to form legal and ethical online conduct, these institutions could better
educate students about the value of copyright laws, the social and economic harms of illegal
downloading, and the potential penalties under copyright laws as well as under school policies
(Groennings 2005; Morea 2006). Educational institutions should establish clear computer
resource and Internet usage policies (Hinduja 2001; Morea 2006), including blocking known
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illegal file-sharing sites and potential suspending the Internet privileges of repeat student
infringers (Hinduja 2001). Schools might utilize orientation sessions, e-mail updates, announce-
ments from key college officials, guest speaker events, and articles in the school newspaper to
reinforce the importance of legal downloading conduct (Hinduja 2001; Morea 2006).


Broaden Copyright Dialogue between Appropriate Stakeholders


In the battle over illegal downloading, effective lobbying by industry groups has often over-
shadowed or blocked out any dissenting voices in the debate over intellectual property laws. A
wider range of domestic and international stakeholders need to be engaged in a dialogue that
will help to communicate the diverse concerns and values that permeate this field, including the
general public and Warez release groups. In the past, federal law enforcement created an online
bulletin board that allowed open discussion and debate about online copyright issues (NIJ
2004). The forum opened a channel for online visitors to make comments, raise objections, and
learn about copyright law and other forms of intellectual property protection (NIJ 2004). Aside
from educating the online public, law enforcement agencies had a unique chance to hear blunt
criticism from and learn more about the values underlying the Warez community (NIJ 2004).
Through a better understanding of the Warez community, government policymakers and law
enforcement may recognize the sociological factors that impact their decision making, and con-
sider these factors in trying to constructively address copyright concerns in the ware scene.


Similarly, an international forum could also provide a global conduit for dialogue aimed
at building a broader international consensus about online file-sharing activities. These
improved communication channels could aid international law enforcement agencies in shar-
ing information, discussing investigatory procedures, and breaking down cultural barriers to
the enforcement of intellectual property rights (NIJ 2004). Opening the dialogue to more
diverse global stakeholders may aid in formulating future public policy in the intellectual
property arena and promoting more precise targeting of those Warez groups who advance
organized crime and terrorist activities that truly endanger public safety (NIJ 2004).


Continued Promotion of Quick and Legal Access 
to Copyrighted Products


Initially, much of the success of illegal file-sharing sites was derived from the demand for
more individual choice and faster, cheaper access to copyrighted materials. Cash-strapped
students sought to pick and choose individual songs, rather than pay the price for an entire CD
for which they desired only one or two songs. Lawsuits and criminal prosecutions may have
helped to decrease some illegal downloading. But the development of legal file-sharing sites
ultimately has better served consumer demands, while providing lucrative opportunities for
showcasing new artists and promoting new digital media from industry (cf. Groennings 2005;
Morea 2006).


In February 2006, iTunes announced that its media services Web site had surpassed one
billion legally downloaded songs (Apple Computer, Inc. 2006). Apple’s CEO, Steven Jobs,
stated that, “[o]ver one billion songs have now been legally purchased and downloaded
around the globe, representing a major force against music piracy and the future of music dis-
tribution as we move from CDs to the Internet” (Apple Computer, Inc 2006). The iTunes site
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not only offers legal downloads of music, but also access to more than 60 hit TV programs,
more than 3,500 music videos, 35,000 audio podcasts, 16,000 audio books, and 2 million
songs (Apple Computer, Inc. 2006). Most experts agree that the continuing availability of
cheap and fast access to digital products will help deter illegal file-sharing (Groennings 2005;
Morea 2006; Rainie et al. 2004).


However, since Warez traders thrive on 0-Day releases, the sooner products are made
legally available the less exciting or awe-inspiring it may become to have a certain movie or
video game before others can obtain it. In 2006, award-winning director Steven Soderbergh of
Traffic and Ocean’s Eleven fame, teamed up with Magnolia Pictures, Landmark Theaters, and
HDNet Movies, a cable TV channel, to propose making six films that would be released on
DVD and cable television on the same day as the theatrical release of a film. Referred to as the
day and date release strategy, this approach may further help to thwart the driving competi-
tion amongst Warez groups for obtaining items since the general public will similarly be able
to view or download copyrighted items immediately. Already, the FX channel allows viewers
to watch programs prior to their initial broadcast date and other stations make some TV shows
available online the day after they are broadcast (Gentile 2006). As consumer demand for
copyrighted materials continues to evolve with increasing expectations of day and date
releases and on demand viewing, Warez traders may find that these legitimate options will
help reduce the illicit thrill of collecting or trading Warez since everyone else will already
have legal access to these desired materials.


Preservation Efforts for Vintage Games or “Abandonwarez”


Within the Warez community, about 100 online sites allow others to download older video
games no longer technically supported nor distributed by their original producers.
Abandonwarez collectors view themselves as archivists trying to preserve vintage games,
such as Atari 2600’s Missile Command and Space Invaders. Since these games are no longer
available in retail stores or through online sites, abandonwarez sites fill a variety of needs
inside and outside of the gaming world (Costikyan 2000).


Older gamers may enjoy the nostalgia and fun of playing the video games of their youth
while younger players enjoy experiencing these old-time games for the first time. Media
scholars also consider older video games as aiding our understanding of important aspects of
cultural history and theory. In addition, many game designers view the preservation of older
video games as essential for a better understanding of the art and key design techniques
needed for the creation of future games (Costikyan 2000). Richard Carlson, a Rogue
Entertainment game developer, indicated that vintage games are “about the history of art,
storytelling, music, animation, programming, level design and all of the other disciplines
involved in making classic game entertainment” (Costikyan 2000, 11).


While copyright holders are striving to shut down abandonwarez sites, other alterna-
tives may be available to help curb the growth of abandonwarez sites. First, many more video
game producers could consider re-releasing and supporting classic games to meet the playing
interests of both older and younger gamers and the scholarly and development needs of cul-
tural theorists and game designers. Second, game publishers could consider the creation of a
virtual or online museum to preserve the art, history and design of these games. Brick-and-
mortar museums have exhibited displays of vintage arcade games and an online nonprofit
counterpart for video games could preserve older versions and provide access to these classic
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games for gamers, scholars, and designers. By creating these legitimate sites, there would be
little need for separate abandonwarez sites. In turn, video game publishers may be able to
assess public interest in classic favorites that may be suitable for re-release or updated for dis-
tribution to today’s audiences (Costikyan 2000).


CONCLUSION


The Warez scene presents complicated legal, ethical, cultural, and sociological issues. More
research on and dialogue with members of the Warez community is necessary to help formu-
late appropriate policies. At present, it is clear that civil liability and criminal prosecution alone
will not fully deter Warez scene activities. A multipronged approach may help lessen the threat
of illegal Warez trading through greater industry responsibility for product quality, technologi-
cal protections, and network security, broader and more effective education campaigns to raise
employee and public awareness and understanding about the value of copyright laws,
improved channels of domestic and international communication to gain a consensus on file-
sharing issues, and greater efforts to preserve vintage games. Collaboration between industry,
educational institutions, government agencies, law enforcement, and the general public pro-
vides the best opportunity to decrease illegal Warez trading and to promote a global environ-
ment that better respects the creativity and innovations of both individuals and businesses.
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