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A Short Review of Statistics through Multiple Regression


We Can Do A Lot with Statistics


Contents


1 We Can Look at One Variable 1


2 We Can Look at Two Variables 3


3 We Can Use Controls 5


4 We Can Actually Use Logarithms! 7


We can do a lot with statistics.


• We can describe data by calculating averages and medians, by looking at minimums and maximums,
and by generating histograms. That’s how we started our work.


• We can also find relationships in the data, by using scatterplots, correlations, and regressions. In this
document, we’re focusing on finding relationships, but keep in mind that we always1 need to begin
by looking at individual variables and their distributions.


• In this example, we will be looking at automobile data from 1978, which comes with Stata as an
sample dataset. Type sysuse auto.dta into Stata’s command box if you would like to see it for
yourself.
 


 1 We Can Look at One Variable


Summary Statistics
We always begin by looking at one variable and its distribution. For example, we begin by looking at the


mean, minimum, and maximum of car gas mileage in 1978:
summarize mpg gets you


Variable | Obs Mean Std. Dev. Min Max
-----------+-----------------------------------------------


mpg | 74 21.2973 5.785503 12 41


• Obs — Number of Observations. Look for missing data!


1Especially if you want an A on the homework and exams.
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• Mean — Average


• Standard Deviation — Average Distance from Mean (Spread)


The mean gas mileage is about 21.3 miles per gallon. We also usually want to know the median of the
variable, so we use the command summarize mpg, detail to get:


Mileage (mpg)
----------------------------------------------


Percentiles Smallest
1% 12 12
5% 14 12


10% 14 14 Obs 74
25% 18 14 Sum of Wgt. 74


50% 20 Mean 21.2973
Largest Std. Dev. 5.785503


75% 25 34
90% 29 35 Variance 33.47205
95% 34 35 Skewness .9487176
99% 41 41 Kurtosis 3.975005


and we can see that the median (aka the 50% percentile) is 20 miles per gallon, which is close to the mean.
This probably means the variable does not have a skewed distribution that we need to worry about2, but to
be sure, let’s look at a histogram.


Histograms
histogram mpg, percent start(10) width(5) gets you
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2More on that in the last section of this handout.
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This variable is distributed in kind of a weird way — it doesn’t look exactly like a normal distribution,
but it’s probably not skewed enough to merit a logarithmic transformation. We need to look at the distribu-
tion of every variable we will use in order to make the best judgment about when to use logarithms (which
we’ll see in the last section) and also to get a sense of the data we’re using.


2 We Can Look at Two Variables


We use three tools to look at relationships between variables: correlations, scatterplots and regressions.
Correlations look at a relationship between two variables in standardized (from -1 to 1) units — which is
good when you’re just starting out and you want a quick look at the data.


Correlations
correlate mpg trunk gets you


| mpg trunk
-------------+------------------


mpg | 1.0000
trunk | -0.5816 1.0000


• Correlation tells you the relationship between two variables in standardized units


• Correlations run from -1 (perfect negative relationship) through 0 (no relationship, a cloud) to 1 (per-
fect positive relationship)


We see, however, that correlations only give us a sense of the relationship. For more, we turn to scatter-
plots.


Scatterplot of Trunk Size and M.P.G.
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Here, each dot represents a car. We trace along the horizontal (x) axis until we find its trunk size, then
we trace up, parallel to the vertical (y) axis, until we find its gas mileage. All of these give a sense of the
relationship between the variables. If we specify this, Stata will add a regression line to the scatterplot so
the relationship is very clear. Let’s take a closer look at this area in the lower left:
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Closeup of Scatterplot Region
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Predicted Value: y =
Slope∗x + Intercept


Positive Residual


Negative Residual


As you see, the line represents the predicted value of the regression. Pretend all we know are car trunk
sizes. Our best guess of the gas mileage for each car is given by the regression line. For example, given that
a car has a trunk size of 9 cubic feet, we predict that its gas mileage is 25 miles per gallon. But no car with a
9 cubic foot trunk actually has a gas mileage of 25 m.p.g.! Indeed, there are no points on the line. But this is
still our best guess, given all the other data.


Regressions have two parts: the systematic part and the “error” term. The systematic is represented by
the predicted value and the regression line: this is our best guess of the relationship between trunk size and
gas mileage. The “error” term, also called the “residual”, represents everything else that determines gas
mileage that is not in the regression. This scatterplot and the regression line leave out things like engine
design and aerodynamics, since we only have trunk size as a predictor. Everything else not included in the
regression as a predictor is summarized in the residual. Some points are above the line — higher than the
predicted value — and have a positive residual. That means that everything not explained by trunk size
ends up pushing the actual mileage higher than the predicted. Maybe their aerodynamics are especially
good or something. Other points are below the line and have a negative residual.


Scatterplots are great to see how well the data are related, but they are limited to one outcome variable
(y) and one predictor (x). We move on to regressions next, which will allow us to have more than one
predictor.
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Bivariate Regressions
regress mpg trunk gives you


Source | SS df MS Number of obs = 74
——–+—————————————– F(1,72) = 36.80
Model | 826.47 1 826.4 Prob > F = 0.0000


Residual | 1616.9 72 22.4 R-squared = 0.3382
——–+—————————————– Adj R-squared = 0.3291


Total | 2443.4 73 33.4 Root MSE = 4.739
——————————————————————————————–


mpg | Coef. Std. Err. t P>|t| [95% Conf. Interval]
——————————————————————————————–


trunk | -.7866364 .1296715 -6.07 0.000 -1.045132 -.5281411
_cons| 32.11886 1.866987 17.20 0.000 28.39709 35.84063


——————————————————————————————–


Slope of regression
Intercept (what y
is when x = 0) p-value of slope


As you can see, a bivariate (two variables: one cause and one effect) regression is exactly like a scatterplot.
The given slope is the slope of the regression line (here it’s negative) and the given intercept is where the
regression line intersects the y-axis (where x=0). We can use these values to construct predicted values. Try
it:
y = Slope∗x + Intercept
y = -0.787∗x + 32.12
y = -0.787∗9 + 32.12 = 25
which is just like what we saw using the regression line. The last thing to note is the p-value of the indepen-
dent variable, which represents its statistical significance. Statistical significance is just a measure of how
certain the observed relationship is. If the p-value is less than 0.05, we say the relationship is statistically
significant. Here, we say that the relationship between trunk size and mileage is statistically significant, or
that trunk size has a statistically significant effect on gas mileage.


3 We Can Use Controls


The Idea of Statistical Controls
Is it true that a car’s trunk size affects its gas mileage?


trunk size


Independent Variable


mpg


Dependent Variable


weight


spurious!


true!


What about possible confounding variables? Remember, confounders are related to both the proposed
cause (independent variable) and the effect (dependent variable). What about a car’s weight?
In fact, no direct relationship exists between trunk size and miles per gallon. The weight of the car is the real
culprit in mileage.


As you’ll see, we have to be careful about possible confounding variables, which is why we mostly use
multiple regression. Multiple regression allows one independent variable to vary and holds all systemat-
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ically influential variables in the mode constant, allowing us to get a bigger and more accurate picture of
causation. In a multiple regression, which in principle includes all possible determinants of the dependent
variable, regressors that do not really affect the outcome can be properly identified.


beginframe


Multiple Regression
regress mpg trunk weight gives you


Source | SS df MS Number of obs = 74
——–+—————————————– F( 2, 71) = 67.19
Model | 1598.7 2 799.3 Prob > F = 0.0000


Residual | 844.6 71 11.8 R-squared = 0.6543
——–+—————————————– Adj R-squared = 0.6446


Total | 2443.4 73 33.4 Root MSE = 3.4492
——————————————————————————————–


mpg | Coef. Std. Err. t P>|t| [95% Conf. Interval]
——————————————————————————————–


trunk| -.0962 .1274 -0.75 0.453 -.3504112 .1579531
weight|-.00565 .0007 -8.06 0.000 -.0070516 -.0042537
_cons| 39.689 1.65 24.02 0.000 36.395 42.98327


——————————————————————————————–


New p-value of slope


See? Trunk size is now no longer a statistically significant determinant of gas mileage (its p-value is way
bigger than 0.05). So we have successfully controlled for confounding using multiple regression.


The Idea of Statistical Controls


• We needed proper controls to avoid drawing inaccurate conclusions (that is, thinking that bigger
trunk size causes less mileage).


• More often, there will be many causes, and we use controls to separate out each variable’s individual
effect.


The Idea of Statistical Controls


• What if we want to figure out democracy’s effect on economic growth?


• We need to control for (among other things) property rights, because democracy and property rights
protection are correlated and both have an impact on growth.


democracy


economic growth


property rights


• If we don’t control for property rights, we might attribute some of the effects of property rights to
democracy.


The Importance of Statistical Controls


• In an ideal world, we’d be able to observe two countries exactly alike except for, say, education: one
has high education and one has low education.
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• Then any difference in economic growth could be easily attributed to education.


• But the world isn’t a laboratory.


• So we use statistics to sort out how things are related.


• Proper controls are necessary to avoid bias and to separate out each variable’s individual effect.


• Control for something whenever it might be related to either your other explanatory variables and
your dependent variable.


4 We Can Actually Use Logarithms!


As a final point, we go back to the importance of looking at the distributions of variables. What if we
skipped that step and just rushed into a scatterplot? We might see something like this:


We Can Use Logs to See Relationships More Clearly
Who Can Read This?
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This relationship between population and total GDP (not GDP per capita) is really hard to see — all the
points are squished to one side. This is because we didn’t take the time to look at the distribution of each
variable using histograms.


We Can Use Logs to See Relationships More Clearly
A Little Better...
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We Can Use Logs to See Relationships More Clearly
There We Go!
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OK, So What Happened?
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Before...
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Take the distribution of GDP per capita. As you can see, the distribution of GDP per capita is highly
skewed, which makes a scatterplot hard to see and might mess up our results. It’s better to use a logarithmic
transformation to normalize the distribution:


OK, So What Happened?
After!
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Logs


• Use the logged variable when doing regressions to get a clearer picture


• Logging doesn’t change the estimated relationship, it just makes it clearer!


Use logs to transform highly skewed variables like total GDP, population, and GDP per capita. Generate
a new variable (say, lgdppc00 for GDP per capita in 2000) and set it equal to the log of the old variable (so
in this example, type generate lgdppc00 = log(gdppc00) then use lgdppc00 in place of gdppc00
for all of your subsequent scatterplots and regressions.
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