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Requirements Specification 
In order to build anything you need a clear unambiguous definition of requirements. 


Building a system that supports Information Security is no different in this regard. Clear, 


concise requirements need to be defined, reviewed and agreed to by the various 


stakeholders. The requirements specifications should always be expressed by a formal 


definition. By formal, I mean the requirements should be written down and placed under 


revision control so that the stakeholders have a clear understanding of what the currently 


agreed to set of requirements are. Following agreement of the requirements a formal 


signoff of the requirements document should be done by all stakeholders. This process of 


review and signoff should also take place when any change is made to the requirements.  


 


A valuable document for guiding the requirements definition is FIPS PUB 200 Minimum 


Security Requirements for Federal Information and Information Systems.  This document 


provides 17 areas that are relevant to defining “Minimum Security Requirements”. For a 


particular Information Security infrastructure this document provides a valuable cross 


checking mechanism between industry standard requirements and the requirements of 


any particular Information Security requirements.  


  


Part of the requirements document should include assurance or compliance requirements. 


Assurance requirements define how the functional requirements are verified. Typically 


we think of testing as a form of verification, however in addition to testing there are 


formal models that can be used for requirements verification.  The goal of assurance is to 


verify the system accurately implements the functional requirements. Functional 


requirements can involve: user functionality, user interface, performance, security, proper 


algorithms and numerous other dimensions unique to the requirements of each system.  


 


Assurance also includes an audit of the development practices used, the supporting 


documentation, configuration management and testing systems. Assurance is more then 


just testing. 


 


The requirements are reproduced below for your convenience. The complete document is 


found at the following link. 


http://csrc.nist.gov/publications/fips/fips200/FIPS-200-final-march.pdf 


 


 
Specifications for Minimum Security Requirements  


Access Control (AC): Organizations must limit information system access to authorized users, processes 


acting on behalf of authorized users, or devices (including other information systems) and to the types of 


transactions and functions that authorized users are permitted to exercise.  


Awareness and Training (AT): Organizations must: (i) ensure that managers and users of organizational 


information systems are made aware of the security risks associated with their activities and of the 




http://csrc.nist.gov/publications/fips/fips200/FIPS-200-final-march.pdf







applicable laws, Executive Orders, directives, policies, standards, instructions, regulations, or procedures 


related to the security of organizational information systems; and (ii) ensure that organizational personnel 


are adequately trained to carry out their assigned information security-related duties and responsibilities.  


Audit and Accountability (AU): Organizations must: (i) create, protect, and retain information system audit 


records to the extent needed to enable the monitoring, analysis, investigation, and reporting of unlawful, 


unauthorized, or inappropriate information system activity; and (ii) ensure that the actions of individual 


information system users can be uniquely traced to those users so they can be held accountable for their 


actions.  


Certification, Accreditation, and Security Assessments (CA): Organizations must: (i) periodically assess the 


security controls in organizational information systems to determine if the controls are effective in their 


application; (ii) develop and implement plans of action designed to correct deficiencies and reduce or 


eliminate vulnerabilities in organizational information systems; (iii) authorize the operation of 


organizational information systems and any associated information system connections; and (iv) monitor 


information system security controls on an ongoing basis to ensure the continued effectiveness of the 


controls.  








Configuration Management (CM): Organizations must: (i) establish and maintain baseline configurations and 


inventories of organizational information systems (including hardware, software, firmware, and 


documentation) throughout the respective system development life cycles; and (ii) establish and enforce 


security configuration settings for information technology products employed in organizational information 


systems.  


Contingency Planning (CP): Organizations must establish, maintain, and effectively implement plans for 


emergency response, backup operations, and post-disaster recovery for organizational information systems 


to ensure the availability of critical information resources and continuity of operations in emergency 


situations.  


Identification and Authentication (IA): Organizations must identify information system users, processes acting 


on behalf of users, or devices and authenticate (or verify) the identities of those users, processes, or devices, 


as a prerequisite to allowing access to organizational information systems.  


Incident Response (IR): Organizations must: (i) establish an operational incident handling capability for 


organizational information systems that includes adequate preparation, detection, analysis, containment, 


recovery, and user response activities; and (ii) track, document, and report incidents to appropriate 


organizational officials and/or authorities.  


Maintenance (MA): Organizations must: (i) perform periodic and timely maintenance on organizational 


information systems; and (ii) provide effective controls on the tools, techniques, mechanisms, and 


personnel used to conduct information system maintenance.  


Media Protection (MP): Organizations must: (i) protect information system media, both paper and digital; (ii) 


limit access to information on information system media to authorized users; and (iii) sanitize or destroy 


information system media before disposal or release for reuse.  


Physical and Environmental Protection (PE): Organizations must: (i) limit physical access to information 


systems, equipment, and the respective operating environments to authorized individuals; (ii) protect the 


physical plant and support infrastructure for information systems; (iii) provide supporting utilities for 


information systems; (iv) protect information systems against environmental hazards; and (v) provide 


appropriate environmental controls in facilities containing information systems.  


Planning (PL): Organizations must develop, document, periodically update, and implement security plans for 


organizational information systems that describe the security controls in place or planned for the 


information systems and the rules of behavior for individuals accessing the information systems.  


Personnel Security (PS): Organizations must: (i) ensure that individuals occupying positions of responsibility 


within organizations (including third-party service providers) are trustworthy and meet established security 


criteria for those positions; (ii) ensure that organizational information and information systems are 


protected during and after personnel actions such as terminations and transfers; and (iii) employ formal 


sanctions for personnel failing to comply with organizational security policies and procedures.  


Risk Assessment (RA): Organizations must periodically assess the risk to organizational operations 


(including mission, functions, image, or reputation), organizational assets, and individuals, resulting from 


the operation of organizational information systems and the associated processing, storage, or transmission 


of organizational information. 


System and Services Acquisition (SA): Organizations must: (i) allocate sufficient resources to adequately 


protect organizational information systems; (ii) employ system development life cycle processes that 


incorporate information security considerations; (iii) employ software usage and installation restrictions; 


and (iv) ensure that third-party providers employ adequate security measures to protect information, 


applications, and/or services outsourced from the organization.  








System and Communications Protection (SC): Organizations must: (i) monitor, control, and protect 


organizational communications (i.e., information transmitted or received by organizational information 


systems) at the external boundaries and key internal boundaries of the information systems; and (ii) employ 


architectural designs, software development techniques, and systems engineering principles that promote 


effective information security within organizational information systems.  


System and Information Integrity (SI): Organizations must: (i) identify, report, and correct information and 


information system flaws in a timely manner; (ii) provide protection from malicious code at appropriate 


locations within organizational information systems; and (iii) monitor information system security alerts 


and advisories and take appropriate actions in response. 
 


 


Functional Specification 
Preceding along the path of a sound design and implementation methodology the 


development of a functional specification should follow the requirements specifications. 


A functional specification describes how the requirements will be implemented from the 


perspective of the user. The functional specification does not specify how implementation 


will occur; implementation decisions are left for the design documentation. The 


functional specification describes how the system will behave from the user’s 


perspective. Among other things the functional specification includes the user interface, 


and the various inputs and outputs to any user controlled or operated process.  


 


As with the other documents the functional specification should be reviewed and agreed 


to by the various stakeholders. It should also be subject to a formal signoff procedure and 


the document kept under change control. 


 


 


Evaluation Criteria 


 
Trusted Computer System Evaluation Criteria (TCSEC) 
As with many areas of technical advancement the government is the impetus for the 


initial development of solutions for problems. The need for security in information 


systems was widely understood by commercial and government enterprises. A 


government program known as TCSEC endeavored to formalize various levels of 


security. The government security model was based on criteria known as Trusted 


Computer System Evaluation Criteria (TCSEC). This document is known as the Orange 


Book because it had an orange cover. The document was part of a DOD series called the 


“Rainbow Series”. The use of TCSEC was advanced by the United States Department of 


Defense (DOD) and other government agencies. The documents are now obsolete but the 


concepts live on in other documents and standards. TCSEC was most interested in the 


area of confidentiality. 


 


Each level defined the security functional requirements and the assurance criteria used to 


validate the functional requirements. It is worth amplifying that the requirements 


included both functionality and assurance criteria. Defining tests to validate that the 


systems work as defined by the requirements is a large part of developing a TCB. As 


functionality evolves in a system so must the test system and suite of tests evolve. 








 


Discussion:  


When I worked ar DEC in different development groups we had a testing policy 


for developing and maintaining a system. The initial building of a functional test 


suite is quite a job. At some levels of abstraction code modules map 1:1 to user 


commands. However, when implementing system services or lower level modules 


that will be used by many callers (various programs working on behalf of users) 


special test harnesses need to be developed that test the inputs and outputs of the 


modules to verify correctness. Once tests of the low level routines have been built 


up they can be added to the regression test suite to become the “assurance” for the 


lower level routines.  


 


Typically, the regression test systems were built up to include thousands of tests. 


The tests were repeatedly run against the system throughout the entire life of the 


system. The test system stored 2 sets of files (actually more). Each test was stored 


in a file, associated with each file was the results of the last valid test execution. 


This was referred to as the benchmark file.  


 


When tests were run the results were compared against the benchmark. If the tests 


results matched the benchmark file then the test was successful. In other words 


there was no test regression. If the test results were different the differences 


needed to be understood to determine if something was wrong. As ongoing 


development on the system takes place the regression tests were regularly run. 


Typically the tests ran each night when system use was light and the results would 


be reviewed the next day. Each nights test run included any code of configuration 


changes from the previous day. By testing every day it was easier to rationalize 


any changes to the test results. The tests ran automatically comparing the results 


and benchmark files. If any differences to the test results were reported they 


would be checked by the development staff. If the changes to the test results made 


sense the tests benchmark files were updated to include the new results. If the 


changes did not make sense the cause of the change was understood perhaps 


resulting in the previous day’s changes to be removed from the code base. 


 


When fixing bugs in a system the policy was that a code change could not be 


checked into the code base unless a regression test was checked into the 


regression test suite. This built up a valuable base of tests which was used for 


years (decades in some cases) to verify the system. The transaction processing 


system I managed development of had a regression test suite of over 5000 tests. It 


took several days to run. It certainly added a lot to the Trusted Computing Base of 


the overall product.  


 


This is just the regression tests. We also had load test and performance test suites. 


 


 


TCSEC defined divisions of security that roughly correspond to government 


classifications of Unclassified, Secret, Top Secret and “Beyond” Top Secret. The 








divisions were designated D, C, B and A. Each division is made up of classes which can 


be further broken down into security requirements (functional and assurance) within each 


division.  


 


Division D defines minimal protection. It basically means a system has been evaluated by 


the TCSEC but it failed to meet any standards and therefore is designated as providing 


minimal protection. 


 


Division C defines discretionary protections also known as discretionary access control 


(DAC). These are protections that the owner or creator of the data can assign to others 


based on their “discretion”. DAC is a common form of access control used in commercial 


systems. It is the default form of access control in Windows and UNIX/Linux systems. 


Within division C are classes C1 and C2. 


 


Division B defines mandatory protection. This is the division of interest to government 


and military agencies. Mandatory protection is also known as mandatory access control 


(MAC). MAC is a form of access control where security “tags” that correspond to the 


classifications of secrecy or access are defined. For example security or access tags could 


be defined as unclassified, confidential, secret, top secret. These tags are placed on 


“objects” based on the classification of the “object”. The access tags are also assigned to 


the “subjects” that will access the “objects”. When a subject attempts to access an object 


the tag of the subject is compared against the tag of the object. If the tags are the same 


access is allowed. If the tags are not the same access is denied. It should be noted that 


depending on the system access can be allowed if the tag of a subject is “higher” then the 


tag on the object and not just equal to. In other words, a subject with a tag secret can 


access objects tagged as unclassified, confidential or secret. However, they cannot access 


objects tagged as top secret.  


 


MAC access control is supported by many DBMS systems. Examples of operating 


systems that provide support for MAC functionality are: Trusted Solaris, SElinux, Linux 


addon packages, Microsoft Vista and Server 2008 implement Mandatory Integrity 


Control. Within division B are classes B1, B2 and B3. 


 


Division A defines verified protection. There is no functionality difference between 


Division A and B, however Division A must be a verifiable in design and functional 


operation using formal analysis methods as well as proofs derived from formal 


confidentiality and integrity models. Division A is subjected to a bit more rigor in the 


testing, verification and analysis of results. 


 


We will cover DAC and MAC access control models in more detail when we discuss 


access control. 


 


 


Information Technology Security Evaluation Criteria (ITSEC) 
The European computing community was developing security criteria under the guise of 


Information Technology Security Evaluation Criteria (ITSEC). This was similar in its 








intent to the TCSEC effort; however ITSEC placed additional effort on Availability and 


Integrity, whereas TCSEC was more focused on Confidentiality.  


 


There are mappings between the ITSEC designations for functionality and assurance 


classes and the TCSEC divisions and classes. Some differences between ITSEC and 


TCSEC are worth noting. 


 ITSEC introduces the concept of Target of Evaluation (TOE). This refers to a 
specific product or system under evaluation. 


 ITSEC defines functionality classes which are designated as F-xx, where xx 
designates a TCSEC class.  


 ITSEC has assurance classes defined as E0 – E6. E0 is the lowest level of 
assurance and E6 the highest level.  


 


Mapping between the TCSEC classes and ITSEC requires using the combination of 


functionality class and assurance class for ITSEC to map to a corresponding TCSEC 


Class.  


 
Table reproduced from Information Security- Merkow and Breithaupt 


  


TCSEC Classes ITSEC Functional and Assurance Classes 


C1 F-C1, E1 


C2 F-C2, E2 


B1 F-B1, E3 


B2 F-B2, E4 


B3 F-B3, E5 


A1 F-B3, E6 


   


Complete documentation for ITSEC including Functional and Assurance Classes can be 


found at:  


http://www.iwar.org.uk/comsec/resources/standards/itsec.htm 


 


 


The Common Criteria 
With globalization increasing there is the need for suppliers to standardize around 


common standards of functionality, assurance (testing) and the specification of both. 


Clients want to be able to evaluate systems from a range of international suppliers and be 


able to compare systems using standard criteria.  Clients may want to combine 


components from different suppliers that have been evaluated at the same functional and 


assurance levels.  


 


These were the driving forces for TCSEC, ITSEC and CTCPE (Canadian Trusted 


Computer Product Evaluation Criteria) to develop a standard evaluation criterion. The 


result of this effort was “The Common Criteria for IT Security Evaluation”, which was 


published under ISO 15408.  


 




http://www.iwar.org.uk/comsec/resources/standards/itsec.htm







The Common Criteria uses a Protection Profile (PP) which is a set of security 


requirements, their meaning and reasoning, and the corresponding Evaluation Assurance 


Levels (EAL) that the intended product will require.  EAL levels can be mapped to the 


assurance in the TCSEC and ITSEC models. 


 
Table reproduced from Information Security- Merkow and Breithaupt with added commentary. 


 


 


Common 


Criteria 


Assurance 


Levels 


Orange Book 


Criteria Level 


ITSEC Criteria 


Level 


Comments 


 D: Minimal 


Protection 


E0 No protection 


EAL1   Functionally tested. 


Security not viewed as a 


threat.  


EAL2 C1: Discretionary 


security protection 


E1 Structurally Tested. 


Informal development and 


testing documentation 


available. 


EAL3 C2: Controlled 


Access Protection 


E2 Methodical testing 


EAL4 B1: Labeled 


Security 


Protections 


E3 Methodically designed, 


tested, and reviewed. 


EAL5 B2: Structured 


Protections 


E4 Designed and tested with 


security engineering. 


EAL6 B3: Security 


Domains   


E5 Rigorously designed and 


tested with security 


engineering. 


EAL7 A1: Verified 


design   


E6 Rigorously designed, tested 


with security engineering. 


Formal design verification. 


 


Note that delivery of a system requires that not only is the functionally operating system 


delivered. The supporting documentation, configuration management and testing systems 


are part of the system and available for reuse.  


 


Following is the url for all publically available ISO standards (including the 3 section 


ISO 15408)  http://standards.iso.org/ittf/PubliclyAvailableStandards/index.html 


 


A readable summary of the salient points of ISO 15408 can be found at 


http://en.wikipedia.org/wiki/Common_Criteria 


 


Another reference is http://www.commoncriteriaportal.org/ 




http://standards.iso.org/ittf/PubliclyAvailableStandards/index.html



http://en.wikipedia.org/wiki/Common_Criteria



http://www.commoncriteriaportal.org/







 


As with all standards development getting diverse groups to come to consensus takes 


time. This makes acceptance of the standard slow. Despite the fact the TCSEC, ITSEC 


and CTCPE standards are no longer being developed many organizations in these 


respective geographies will still implement and validate to these standards as well as the 


Common Criteria. The Common Criteria is rapidly gaining acceptance but blanket 


acceptance is not there yet. 


 


 


The text Information Security – Principles and Practices by Merkow and 


Breithaupt does a good job summarizing the mapping between TCSEC, ITSEC 


and the Common Criteria.  


 


 


 


Formal Security Models 
Building systems is very expensive. The earlier in the system implementation cycle that 


problems can be identified the cheaper and easier it is to fix. If problems are found during 


design they can be fixed on “paper” with relatively little cost. On the other end of the 


spectrum if problems are not discovered until after the systems are deployed and running 


the cost of repair increases dramatically. Developing and distributing patch kits for 


software problems or producing change kits for hardware are very expensive for a 


supplier. Customers that encounter problems with a running system can experience a 


range of issues from simple nuisances to complete outages that damage information 


assets.  For the client loses affecting the CIA dimensions can be enormous.  


 


It is near impossible to build a system that is not vulnerable to security attacks. Efforts in 


the attacker community developing malware and attack strategies is equal to and in many 


cases exceed efforts in the development community to make systems secure. Security 


patch kits are regularly issued for Windows systems. Virus and attack signatures are 


regularly downloaded by virus scanners and IDS systems respectively. This is one 


example of the ongoing exploitation of vulnerabilities and the need to fix them.  


 


These problems have led to the development of models that can be used to prove 


mathematically or logically that a particular security design will conform to the security 


requirements as defined. These formal systems were initially funded by the Department 


of Defense to formally prove that systems requiring the highest levels of TCSEC security 


were in fact secure to that level. The work on formal proofs of system correctness was 


used on various systems and not limited to security requirements.  


 


Formal systems are used to ensure that each access of an Object by a Subject advances 


the state of the model to a consistent and secure state. If all permutations of Subjects and 


Objects are tested through the model and each results in a consistent and secure state, 


then the model is verified and in theory so is the system being modeled.  


 A system starts in a consistent and secure state 


 A Subject accesses an Object using the semantics defined by the formal model 








 If the access is successful the system results in a consistent and secure state. 


 If the access is not success the system results in a consistent and secure state. 
 


Some objects or subjects may not conform to the defined semantics of the model. In this 


case special semantics may be defined for these entities. 


 


 


Bell-LaPadula Model 
The Bell-LaPadula (BLP) model was developed as a formal model to validate access 


control systems. BLP is a confidentiality model. The model uses Subjects and Objects 


which are assigned a security class. The security class controls the way a subject 


accesses an object. This conforms to the mandatory access model (MAC) which models 


access modes used by the US Department of Defense and other government agencies. 


The model is intended to enforce the least privilege principle. BLP is built on the concept 


of a state machine. 


 


The model defines four access modes, although more modes or different modes could be 


used. 


 Read: The subject is allowed only read access to the object. 


 Append: The subject is allowed only write access to the object. 


 Write: The subject is allowed read and write access to the object. 


 Execute: The subject can invoke execution of the object, but cannot read or write 
to it.  


 


There are various requirements for access that must be conformed to in the BLP model.  


 No read up: A subject can only read an object of equal or less security level. This 
ensures confidentiality since a subject of a lower security class can not see 


information assigned to a higher security class.  


 No write down: A subject can only write into an object of equal or greater 
security level. This ensures confidentiality since a subject of a higher security 


class can not make information available to an object of a lesser security class. 


This is referred to as the confinement property. 


 Discretionary access can be allowed using an access control matrix. 
 


Following these rules would conform to the confidentiality required by the MAC model. 


 


 


BIBA 
The Biba model deals with integrity and is concerned with the unauthorized modification 


of data.  


 


The access modes used in BIBA are: 


 Modify: Write or update information in an object 


 Observe: Read information in an object 


 Execute: Execute an object 








 Invoke: Communicate from one subject to another subject 
 


The first 3 modes are analogous to the access modes in the BLP model. The 4
th


 mode, 


invoke is new.  


 


The requirements the Biba model conforms to are the reverse of the BLP model: 


 Read up (no read down): Subjects cannot read objects of a lesser integrity level. 
Subjects can only view content at or above their own integrity level.  


 Write down (no write up}: Subjects cannot write to objects of a greater integrity 
level. Subjects can only create content at or below their own integrity level. 


 


Other Formal Models 
There are other formal security models: Chinese Wall model, Clark and Wilson model 


and others. We will be looking into Access Matrices when we cover access control. 


Formal proofs were used for verification of defense systems that required rigorous proof 


of correctness. They are also used in academic circles to develop solid design approaches. 


Formal models are not used that prevalently in commercial systems. Formal security 


model should be considered as another tool to be considered in the security assurance 


realm. A formal model can provide a valuable tool for describing the design and access 


model of a system even if the model never goes beyond paper.  


 


Summary 
In this section we discussed how a TCB is evaluated. We reviewed the attributes of 


various methodologies that define functionality and assurance methodologies for security 


system. These systems were developed by the United States, Canada and European 


communities. We introduced the Common Criteria which is an effort to coalesce the 


various standards into a grand ISO standard that will support a standard methodology for 


implementing security system functionality, evaluation, assurance and specification. 


Finally we touched on the use of formal systems for use in evaluating security systems to 


determine if the design and/or implementation satisfy the requirements.  
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