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4


Theories of Conditioning


Learning Objectives


After reading this chapter, you should be able to do the following:


•	 Describe	the	Rescorla-Wagner	model	and	how	the	authors	translated	Kamin’s	cognitive	
account	of	conditioning	into	a	more	associative	account	based	on	a	mathematical	equation.


•	 Understand	how	mathematical	models	work,	and	how	they	can	be	used	to	explain	known	
phenomena	such	as	conditioning,	extinction,	and	blocking.	


•	 Predict	new	mathematical	models,	such	as	the	overexpectation	effect.


•	 Identify	challenges	to	the	model	from	phenomena	such	as	latent	inhibition	and	configural	
learning,	and	how	the	model	could	be	modified	to	account	for	them.


•	 Differentiate	between	Pavlov’s	substitution	theory	and	Tolman’s	concept	of	expectation	and	
describe	some	of	the	experimental	research	that	supports	each.


•	 Define	and	explore	the	two-system	hypothesis,	which	proposes	that	both	views	were	correct,	
as	two	different	learning	systems	emerged	in	the	course	of	evolution.


•	 Explain	the	role	of	awareness	in	conditioning	and	the	related	form	of	learning	called	“causal	
learning.”


•	 Examine	the	seemingly	more	sophisticated	form	of	learning	called	causal	learning,	and	the	
possibility	that	it	might	be	based	on	the	same	associative	processes	that	underlie	conditioning.
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CHAPTER 4Section 4.1 The Rescorla-Wagner Model


The phenomenon of classical conditioning is basically very simple: If a CS and a US are 
repeatedly presented together, the CS will eventually begin to elicit the same response 
as the US does by itself. Pavlov proposed an equally simple theory to account for this 
evidence, namely that whenever two centers in the brain are active simultaneously, the 
connection between them will be strengthened. In essence, all that matters is contiguity: 
If a CS and a US occur together in time, they will be associated. This account is delight-
fully simple, and until the 1960s it was used to explain virtually all the known facts about 
conditioning. Research on contingency, preparedness, and blocking, however, posed a 
fundamental challenge to the notion that simple contiguity is sufficient. In the case of 
contingency, for example, Rescorla showed that conditioning would not occur if a US was 
equally likely to occur in the absence of a CS as in its presence. The fact that a CS and US 
occur together, in other words, does not guarantee conditioning, and thus conditioning 
must involve more than simply linking brain centers that are active simultaneously.


In this chapter we will consider what this “more” might be and examine current theories 
about what really happens when a CS and a US occur together. We will see that although 
Pavlov was not totally wrong, conditioning involves a much more intricate web of pro-
cesses than a simple contiguity explanation suggests.


4.1 The Rescorla-Wagner Model
Recall from Chapter 2 the idea that in order for conditioning to occur, the CS must be an 
accurate predictor of the occurrence of the US (contingency). In fact, Rescorla’s research 
revealed that animals are remarkably sensitive to the probability of the US both in the 
presence of the CS and in its absence. The obvious way to account for this sensitivity is to 
assume that animals are somehow capable of computing probabilities. If rats sometimes 
receive shocks in the presence of a tone and sometimes in its absence, for example, they 
might count how many shocks occur while the tone is present and also assess how much 
time has elapsed. Using this data, they could determine the average probability of the 
shock in the presence of the tone and, in a similar fashion, compute the shock’s probabil-
ity in the tone’s absence. Finally, they could compare the two probabilities to determine 
whether the tone signals an increase in the likelihood of shock.


It is possible that animals do carry out the complex processes implicit in this account—
measuring time, counting events, and computing probabilities.—but many consider it 
unlikely. In 1972, however, two psychologists published a theory that offered a much sim-
pler account. Robert Rescorla and Allan Wagner, from Yale University, offered an account 
for almost every major aspect of conditioning—the occurrence of conditioning itself, 
extinction, blocking, the effects of contingency, and so on. And they achieved all this using 
only a single, simple equation!


The Rescorla-Wagner model has proved to be one of the most remarkable and influential 
models in psychology, and we therefore will begin our exploration of theories of condi-
tioning by examining it in some detail. Before we begin, it might be worth noting that 
some of the following sections are difficult and may require careful rereading. This might 
seem to contradict the previous claim that the model is simple, but once you understand 
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it, you’ll see that it really does involve only a few simple assumptions. Because the model 
is stated in mathematical form, you may have to master unfamiliar symbols and concepts 
before it all begins to make sense. Mastering this new terminology may not be easy, but 
the potential reward is an insight into how a few simple assumptions can explain what 
seems to be a bewildering array of unrelated facts.


The Importance of Surprise 
One powerful impetus for the Rescorla-Wagner model came from Kamin’s work on block-
ing. As we saw in Chapter 3, Kamin found that when a noise-light compound was followed 
by shock, no fear was conditioned to the light if fear had previously been conditioned to 


the noise. From the perspective of contiguity, this 
result was bewildering: Why, when the light was 
paired with an electric shock, was fear not condi-
tioned to it, regardless of the noise?


Kamin’s explanation was that when we encoun-
ter an important event, we search our memories 
to identify stimuli that might have caused or 
predicted it—if we know that a shock is com-
ing, we at least have the possibility of preparing 
for it. However, this kind of memory search uses 
scarce cognitive resources that might be needed 
for other purposes—an animal may need to stay 
vigilant, for instance, for the appearance of a pos-
sible predator. So Kamin assumed that memory 
searches occur only if the US is a surprise. In the 
example of the noise-light compound, the rats 
had already learned that noise was a predictive 
cue for shock and thus would not have been sur-
prised by the shock when it was associated with 
both the noise and the light. They would not have 
needed to search their memories again for a pre-
dictor and thus would not have learned about the 
relationship between the light and the shock. In 
sum, Kamin’s theory thus proposed that whether 
or not conditioning will occur depends crucially 
on whether the occurrence of the US surprises us.


To see how Rescorla and Wagner built on this idea, let’s suppose a painful rash sud-
denly appears on your face. It would be useful to be able to predict this type of event, 
so let’s imagine that when the rash first appears, you search your memory for possible 
causes. You remember having eaten a peanut butter and jelly sandwich earlier in the day. 
Could that have caused the rash? You would become even more suspicious if another 
rash appeared after you ate some peanut butter cups. At that point you might have felt 
that peanut butter was the cause, but because you loved peanut butter, you were reluctant 
to accept this. So a few days later you ate something else that contained peanut butter, 
and the rash returned.


If you became ill several hours after eating 
peanut butter, you might wonder if it had 
been the cause, but if this continued to 
happen every time you ate it, your belief 
that it was the cause would strengthen, 
until eventually you were certain.
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Figure 4.1 plots how your expectation that eating peanut butter was the cause of your 
rash might have changed with experience. At first you would have no expectation that it 
would cause a rash, but after each new experience your expectation would have become 
stronger, until eventually you were certain.


We have assumed that expectations increase rapidly at first but then more slowly, and the 
likely reason for this is surprise. The first time you noticed the rash, it would have come as 
a complete surprise, and when you remembered eating the peanut butter, you would have 
formed a tentative belief that it was the cause. The next time you ate peanut butter, therefore, 
you would have been half-expecting illness to follow. When it did, you would not have been 
nearly so surprised, and as a result you would not have needed to alter your expectation as 
much. If an expectation is completely wrong, it makes sense to modify it substantially, but 
the more accurate the expectation is, the less we need to adjust it. As your expectation of a 
rash increased over trials, therefore, you would have needed to modify it less and less each 
time, until eventually your initially-tentative expectation hardened into certainty.


This intuition—that how much we adjust our expectations depends on how surprised we 
are—was Rescorla and Wagner’s fundamental insight. Where Kamin had suggested that 
surprise determines whether conditioning occurs, Rescorla and Wagner now proposed 
that surprise also determines how much conditioning occurs: The greater the surprise, 
the greater the conditioning. For example, the first time you received a jolt of static elec-
tricity when you touched a metal door knob in your house, there would be a substantial 
increase in your fear of touching that knob. The hundredth time you approached the door, 
however, you would already have a high level of anxiety, and yet another shock would be 
unlikely to produce much of an increase.


Figure 4.1: Rescorla-Wagner model and conditioning


The expectation that peanut butter causes a rash would become stronger each time you ate peanut 
butter and then developed a rash.
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However, Rescorla and Wagner wanted to avoid 
mentalistic explanations of the kind we have been 
developing here. We have no way of knowing 
what a rat is thinking, and, as we saw in Chap-
ter 1, there can also be problems in inferring the 
thoughts and emotions of humans. Rescorla and 
Wagner therefore wanted to express their ideas in 
more neutral terminology. When a CS is paired 
with a US, they said, an association or connec-
tion will be formed between them; they didn’t 
speculate about what thoughts or feelings might 
accompany this association.


A Mathematical Model
Because they wanted to be able to predict the 
amount of conditioning that took place, they 
made a second change to Kamin’s theory: They 
expressed their ideas in mathematical form. This 
can make their model appear intimidating, so as 
we discuss their model in more detail, hold onto 
the fact that underlying the equations is really 
a simple idea—how much conditioning occurs 
each time we encounter a US depends simply on 
how much we are surprised by it. 


The Learning Curve 


As we have seen, Rescorla and Wagner assumed that when a CS and US occur together 
an association will be formed. They used the symbol V to represent the strength of this 
association. They further assumed that if these CS–US pairings were repeated (recall our 
discussion of frequency in Chapter 3), the strength of the association would increase in 
roughly the manner shown in Figure 4.2a. As you can see by looking at the top graph, the 
more pairings, or trials, that occur for a particular CS and US, the stronger their associa-
tion becomes. However, it becomes clear after looking at Figure 4.2b that this increase 
in associative strength is not constant over trials. On the first trial, V increases by a sub-
stantial amount. Over successive trials, the increase in V on each trial gets progressively 
smaller, until eventually V approaches a stable value.


In the early history of psychology, 
mentalists used introspection to try to 
understand the mind. This led to many 
theories about the mind’s structure, 
although introspection didn’t provide 
the kind of clear evidence needed to say 
which ones were correct.
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Figure 4.2: Increases in associative strength according to Rescorla-Wagner model


Associative strength (V) increases over number of conditioning trails (n) according to the Rescorla-Wagner 
model. Figure 4.2a shows a typical learning curve; Figure 4.2b shows the same curve, indicating the 
change in associative strength on each trial (∆V) and the asymptotic value of associative strength (Vmax).
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Rescorla and Wagner used the symbol ∆V to rep-
resent the change in associative strength on each 
trial (∆, or delta, is the mathematical symbol for 
change). The change in associative strength pro-
duced by the first trial was ∆V1, the change on 
trial 2 was ∆V2, and so on. As we saw in Chapter 
3, a stable value that a curve approaches but never 
quite reaches is called an asymptote, and we will 
use the symbol Vmax to represent the asymptotic 
value of V (Figure 4.2b).


Quantifying Surprise


We can summarize the model to this point by 
saying that associative strength increases over 
trials until it reaches a stable maximum value; in 
mathematical terms, V increases by ∆V on each 
trial until it approaches Vmax. For example, if we 
wanted to condition fear to the sound of a tone and 
we decided to do this by pairing tone with shock, 
the associative strength between them would 
increase rapidly during the first few pairings, or 
trials. As the pairings continued, the strength of 
the conditioning would continue to increase, but 
the amount of increase—how much fear increased 
on any given trial—would be smaller each time. 
Eventually, each new increase would be so small 


that for all practical purposes fear would have reached a maximum level and would not 
increase any further. (For the purposes of strict accuracy it would be more accurate to say 
that fear would approach this asymptotic level but would never quite reach it.) At this 
point, further pairings would not produce any significant increase in fear.


If we want to predict how much conditioning will occur, then, we need a formula to pre-
dict ∆V. A number of formulas were possible; in choosing one, Rescorla and Wagner were 
guided by their assumption that the amount of conditioning depends on the amount of 
surprise. To quantify surprise, they focused on the relationship between V and Vmax. At 
the beginning of conditioning, when associative strength is low, we are not expecting the 
US and so will be surprised when it occurs. When associative strength is high, on the other 
hand, we will be expecting the US and hence are less surprised when it occurs. So, when 
associative strength is low (and thus when V is far below its maximum value), we are 
very surprised; when associative strength is high (and thus when V is close to Vmax), we 
are much less surprised. The difference between V and Vmax, therefore, provides us with 
a useful index of surprise: The closer V is to Vmax, the less we are surprised when the US 
is presented.


Figure 4.3 illustrates this point by focusing on two trials, one that occurs early on in the 
conditioning process and one that occurs late.


As one can see by looking at the image 
above, the two ties in a set of railroad tracks 
will run next to each other but never meet. 
In geometry, an asymptote is a line that a 
curve approaches but never quite reaches; 
there is always a gap between the two.
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Figure 4.3: Quantifying surprise based on the relationship between V and Vmax


This figure shows the relationship between V and Vmax early and late in conditioning. Early in 
conditioning (point 1), the difference between V and Vmax is great, and so surprise is strong. Later  
(point 2), the difference is much less, and thus surprise is much lower.


V


Early in conditioning (point 1), there will be a large difference between V and Vmax, and 
substantial conditioning will occur. As conditioning proceeds, however (point 2), the dif-
ference between V and Vmax will become smaller, and the occurrence of the US will occa-
sion less surprise. So, how surprised we are depends on how far V is from Vmax. Another 
way of saying this is that surprise depends on how different the value of V is from the 
value of Vmax: The greater the difference in their values, the more we are surprised.


Putting all of these ideas together, the notion that the amount of conditioning depends 
on the amount of surprise can potentially be translated into mathematical form by say-
ing that the amount of conditioning on any trial n (∆Vn) will depend on the difference 
between V and Vmax:


∆Vn ≈ Vmax − Vn


where


Vn = the strength of the association at the beginning of trial n


∆Vn = the change in the strength of the association produced by trial n
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Parameters


In our presentation of the model to this point, we have talked as if the learning curve 
shown in Figures 4.2 and 4.3 is found in all conditioning curves, but this is not quite true. 
The overall shape of the curve—increasing over trials, but at a declining rate—is indeed 
uniform, or at least roughly so, but the asymptotic level of conditioning can vary, and 
so too can the speed of conditioning. In discussing taste-aversion learning, for example, 
we noted that such aversions develop very quickly, whereas salivary conditioning gener-
ally requires many trials for conditioning to reach 
its peak. To allow the model to account for varia-
tions in the speed of conditioning, Rescorla and 
Wagner added a constant, c, to their equation. The 
complete statement of the equation was thus:


∆Vn = c(Vmax − Vn)


In mathematics, a constant in an equation is called 
a parameter.  Suppose, for example, that a per-
son’s weight was always 20 times as great as their 
height. If we used the symbol H to represent height 
and W to represent weight, then we could express 
this relationship with the following equation:


W = 20H


If a woman was 5 feet tall, her weight would 
be 100 pounds; if she was 6 feet tall, her weight 
would be 120 pounds, and so on. The values for 
height and weight would thus vary, but the value 
of 20 would always be the same. It would be a 
constant, and in mathematics any constant in an 
equation is called a parameter.


The Rescorla-Wagner equation actually has two 
parameters: c and Vmax. Vmax determines the asym-
ptotic level of conditioning, the level attained after 
many pairings. If a tone is paired with a 100-volt 
shock, for example, the asymptotic level of fear is much greater than if the shock is only 
20 volts. Knowing this, Rescorla and Wagner specified that the value of Vmax depends on 
the intensity of the US—the value of Vmax used in the equation is greater when a 100-volt 
shock is used than when the shock is 20 volts. The other parameter in the Rescorla-Wagner 
model, c, determines the speed of conditioning—the greater the value of c, the larger will be 
the change in associative strength on each trial. Thus, the faster conditioning will reach its 
asymptote more quickly as the value of c increases.


If you come across a statement of the model in journal articles, you might not recognize it, 
as the symbols Rescorla and Wagner used to represent these parameters are not the same 
as the ones used here; we’ve altered the symbols to make the model easier to follow. And 


If we use a linear equation such as weight 
= 2 × height to predict a boy’s weight, 
“2” is the constant value, or parameter, in 
the equation. Simply plugging in a value 
for “height” and multiplying this value 
by a constant of 2 will give us a value for 
“weight.”
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one final note—should you want to play with the model to see what it might predict in 
different situations, note that the value of Vmax depends on what US is used, especially 
its intensity, and the value of c depends on both the CS and the US and must be between 
0 and 1. Note that the value of c in our version of the equation must lie between 0 and 1.


4.2 The Rescorla-Wagner Model: Evaluation
We now have an equation with which we can predict the precise change in associative 
strength on any trial. To test the model, it might seem that all we need to do is present 
a series of CS–US trials, calculate the predicted value of V for each trial, and see if our 
predictions are correct. However, to calculate the model’s predictions for learning on any 
trial, we need to know what values of c and Vmax to use.


Suppose, for example, that we ran a salivary conditioning experiment in which a light (CS) 
was paired with 20 grams of food (US); what values of c and Vmax  should we use in order 
to predict the outcome? One solution would be to run a pilot experiment using 20 grams 
of food, see what values of c and Vmax produce the most accurate prediction, and then 


use these values in future experi-
ments. If we found that setting 
Vmax at 7 produced accurate 
predictions when the US is 20 
grams of food, for example, then 
we could then use this value in 
any further applications involv-
ing this US. When a theory has 
several parameters, however, 
this process turns out to be con-
siderably more complex than 
it sounds, and in the entire his-
tory of learning theory there has 
only been one sustained effort 
to estimate parameters in this 
way (Hull, 1943). When this 
effort failed, after more than a 
decade of effort, it convinced 
many conditioning theorists that 
mathematical models were more 


trouble than they were worth. Given this history, Rescorla and Wagner decided not to try to 
determine the appropriate values for c and Vmax; instead, they used totally arbitrary values!


The use of arbitrary values might seem pointless, because the model will generate differ-
ent quantitative predictions—for example, how many drops of saliva to expect—depend-
ing on which values are used. And as we have no way of knowing which of these values 
might be correct, we have no way of deciding which prediction to believe. The model’s 
quantitative predictions are thus of no value, but it turns out that the model can still 
make some interesting qualitative predictions. For example, suppose that a dog received 


A “pilot study” is a small-scale, preliminary study that is 
often conducted prior to a larger study in order to test design 
parameters, assess feasibility, and address other practical 
matters related to the research.
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pairings of a tone with food. We could not predict how many drops of saliva would be 
observed, but regardless of what values we used for c and Vmax, the model would always 
predict that salivation would increase as training continued. So, although we could not 
predict the number of drops of saliva, we could still make qualitative predictions about 
whether salivation would increase or decrease.


This might still seem a waste of time—we hardly need a sophisticated mathematical model 
to tell us that conditioning will increase over trials—but Rescorla and Wagner were able 
to show that even simple statements of this kind can lead to interesting and unexpected 
predictions.


Explaining the Old 
To see how this can happen, we will first consider how the model accounts for relatively 
straightforward phenomena such as conditioning and extinction. Then, once the basic 
operations of the model are a bit clearer, we will turn to some of its more striking predic-
tions. To begin, though, let us take a look at how the model accounts for the basic shape of 
the learning curve during conditioning.


Conditioning 


Suppose that we repeatedly 
paired a tone with food, as in 
the hypothetical experiment 
whose results are illustrated by 
the learning curve presented in 
Figure 4.2. To see what sort of 
results the model might predict 
in this situation, let us arbitrarily 
assume that the values of c and 
Vmax  are as follows:


c = 0.30


Vmax = 1.0


If so, how much learning should 
we expect? At the beginning 
of trial 1, associative strength 
would be zero, because the CS has never been paired with the US before. The amount of 
conditioning on that trial would therefore be:


∆V = c (Vmax − V1) = 0.30 (1.0 − 0) = 0.30 (1.0) = 0.30


At the beginning of trial 2, the strength of the association would thus be 0.30: Trial 1 
started with a strength of zero, and its strength was then increased (∆V1) by 0.30, giving 
a new strength of 0.30. The change in associative strength produced by the second trial 
would then be:


Although the rise and fall of the tides may change the exact 
location of a shoreline, its basic curve is always the same. In a 
similar way, although the values of c and Vmax vary depending 
on the type of conditioning experiment being conducted, the 
predicted shape of the learning curve remains the same.
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∆V2 = c (Vmax − V2) = 0.30 (1.0 − 0.30) = 0.30 (.70) = 0.21


Since the associative strength of V at the beginning of trial 2 (V2) was 0.30, and it was 
increased by 0.21 on that trial, the value of V at the beginning of trial 3 would be:


V3 = V2 + ∆V2 = 0.30 + 0.21 = 0.51 


The predicted values for V for the first four trials are shown in Table 4.1. As you can see, 
they correspond to the values plotted in Figure 4.2.


Table 4.1: Using the Rescorla-Wagner Model to Predict Conditioning


Trial Vn 𝚫Vn = c (Vmax − Vn)


1 0.00 ∆V1	=	0.30	(1	−	0.00)	=	0.30


2 0.30 ∆V2	=	0.30	(1	−	0.30)	=	0.21


3 0.51 ∆V3	=	0.30	(1	−	0.51)	=	0.15


4 0.66 ∆V4	=	0.30	(1	−	0.66)	=	0.10


Our success in predicting these hypothetical data is perhaps not too surprising (especially 
when you consider that the calculations were done first and the graph simply plots these 
calculations!), but it does indicate the capacity of the model to generate learning curves 
of the shape found in most conditioning experiments. The predicted shape of the curve is 
the same, moreover, regardless of what values of c and Vmax are used. These parameters 
alter the height of the asymptote and the speed with which it is reached, but in all cases 
the basic shape of the curve remains the same. (You might find it useful to verify this for 
yourself by working through some calculations using other values. You can use any value 
for Vmax, but the value of c must lie between 0 and 1.0.)


Extinction


What about other aspects of conditioning? For example, can the model explain decreases 
in responding as well as increases? Yes, and it does so using exactly the same equation 
used to predict conditioning. The key to understanding how one equation can predict 
diametrically opposite results lies in Vmax. We have said that Vmax is the strength of the 
association that would be produced if a CS and US were paired repeatedly. In extinction, 
we know that the level of conditioning reached after extended training is zero (in other 
words, there is no longer an association between the CS and the US). The value of Vmax on 
any trial in which a US is not presented, therefore, must also be zero.


To see the implications of this, suppose that after the third conditioning trial in our previ-
ous example we began to present the CS by itself. On the first extinction trial, V would 
have an initial value of 0.66 (see Table 4.1), but as a result of nonreinforcement on that trial, 
its associative strength would be changed by
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∆V1 = c (Vmax − V1) = 0.30 (0 − 0.66) = 0.30 (−0.66) = −0.198


The strength of the association, in other words, would be decreased by approximately 
0.20, and its new strength would be


V2 = 0.66 – 0.20 = 0.46


Each extinction trial would decrease associative strength further, until eventually V would 
approach its asymptotic value of zero. Using only a single equation, therefore, the model 
can predict extinction as well as conditioning.


Blocking


We can also use the model to explain blocking. Before doing so, however, we need to con-
sider how conditioning is affected if two stimuli instead of just one are present on a trial. 
We said earlier that conditioning on any trial depends on how surprising the US is, which 
in turn depends on how much the subject expected the US to occur. Rescorla and Wagner 


assumed that if two conditioned stimuli, a and b, 
were presented together, the subject would take 
both stimuli into account in estimating the likeli-
hood of the US. Specifically, they proposed that 
the association or expectation at the beginning of 
a trial would be the sum of the strengths of each 
of the stimuli present, as follows:


Vab = Va + Vb


Suppose, for example, that a and b had been 
paired separately with food and had associative 
strengths of 0.30 and 0.50, respectively. If the two 
stimuli were presented together, subjects would 
assume that food must really be likely. The asso-
ciative strength of the compound would be


Vab = Va+ Vb = 0.30 + 0.50 = 0.80


In predicting how surprising a US will be, we 
need to take into account all the stimuli present. 


Thus, the amount of conditioning on a compound 
trial in which a and b occur together would be


∆Va = c(Vmax − Vab)


where


Vab = Va + Vb


We can now trace how the model accounts for blocking. Recall that a noise was paired 
with shock for a number of trials, and then a noise-light compound was paired with shock. 


As when the moon blocks the sun during 
an eclipse, one stimulus can block another 
if it has been previously conditioned. The 
Rescorla-Wagner model is versatile enough 
to account for this blocking effect.
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During the noise trials, the associative strength of the noise would have increased until it 
essentially reached asymptote. If we assume that Vmax for the shock was 1.0, then by the 
end of conditioning,


Vnoise = 1.0


If the noise were presented with the light, then their combined associative strength would 
be


Vnl = Vnoise + Vlight = 1.0 + 0 = 1.0


The amount of conditioning to the light on this trial would therefore be


∆Vlight = c(Vmax − Vnl) = 0.3(1.0 − 1.0) = 0.3(0) = 0


In other words, no conditioning would occur, which is exactly the result Kamin found.


Predicting the New
The Rescorla-Wagner model is able to account for such basic conditioning phenomena as 
the occurrence of conditioning itself, extinction, and blocking, and it can also explain phe-
nomena such as the role of contingency. It can do all this using only a single basic equa-
tion. This is in many respects an extraordinary achievement, but the real test of any model 
lies not so much in its ability to describe known phenomena as in its ability to predict new 
outcomes. To assess the model’s success in this crucial respect, we will focus on one of its 
strangest and most counterintuitive predictions, that in some circumstances pairing a CS 
with a US will result not in conditioning, but in extinction.


Suppose that we were to expose rats to a series of conditioning trials in which a tone and 
a light were separately paired with an intense shock:


Tone  Shock


Light  Shock


Then suppose that the tone and light were presented together on the next conditioning 
trial:


Tone + Light  Shock


What effect should this pairing have on fear of the tone? Because the tone is again fol-
lowed by an unpleasant shock, you might expect a further increase in fear, but, according 
to the Rescorla-Wagner model, the situation is not that simple. As we’ve already seen, the 
amount of conditioning in any situation depends not simply on the US but also on the 
associative strength at the beginning of the trial. Suppose, for example, that only a few 
trials were given before the compound trial, so fear levels to the two stimuli were only 
moderate:


Va = Vb = 0.20
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On the compound trial, Vab would be 0.40 because


Va + Vb = 0.20 + 0 .20 = 0 .40


If we assign c the arbitrary value of 0.5, then the change in associative strength on that trial 
would be


∆Va = ∆Vb = c (Vmax − Vab) = 0.5(1.0 − 0.40) = 0.30


In accordance with common sense, in other words, the model predicts an increase in fear 
conditioning on this trial. Now suppose that extensive conditioning to the tone and light 
took place before the first compound trial, with the following result:


Va = Vb = 0.9


In this case, the associative strength of the compound would be 1.8 because


Va + Vb  = 0 .9 + 0 .9 = 1.8


Thus, on the compound trial:


∆Va = ∆Vb = c (Vmax − Vab) = 0.5 (1.0 − 1.8) = −0.40


Even though the compound is still being followed by a powerful electric shock, the model 
now predicts a decrease in fear levels!


Rescorla (1970) tested this prediction. In the first phase, a group of rats was given exten-
sive pairings of both a tone and a light with shock, so that fear conditioning to each stimuli 
would be essentially at asymptotic levels. This group was then broken up into two sepa-
rate groups: a control group and an experimental group. The experimental group was 
given 12 compound trials in which the tone and the light were presented together and 
followed by the same shock as in training; the control group received no further training. 
Finally, fear conditioning to the two stimuli was assessed by presenting them separately 
in a conditioned emotional response (CER) test, which gives us an objective measure of 
the rats’ fear known as a suppression ratio. As we saw in Chapter 2, the lower the sup-
pression ratio score, the greater the fear.
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Figure 4.4:  Measuring suppression ratio in response to additional exposure  
to stimuli


This chart shows the fear elicited by a light and a tone after each was presented on its own and followed 
by shock (control group), and after the same stimuli were then presented jointly and again followed by 
shock (experimental group). The suppression ratios were low in the control group, indicating strong fear; 
additional pairings with shock had the paradoxical effect of reducing fear (higher suppression ratios).
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Figure 4.4 shows the results of this experiment. Let us look first at the results for the light: 
Note that responding was suppressed much more in the control group (suppression ratio 
of 0.03) than in the experimental group (suppression ratio of 0.17). The initial pairing of 
the light with shock, in other words, had resulted in strong fear conditioning, but the 
additional pairings in the experimental group actually reduced that fear. The effect on the 
tone was, if anything, even more dramatic, with the extra compound trials resulting in an 
even greater decrease in fear. Indeed, the tone no longer appeared to elicit any fear at all; 
the observed suppression ratio of 0.44 in the experimental group was virtually indistin-
guishable from the neutral point of 0.50. Extra pairings of the tone and light with shock 
not only did not increase fear, as common sense might predict, but actually reduced or 
even eliminated it! It is a bizarre result, but precisely what the model predicts. This phe-
nomenon is often referred to as the overexpectation effect, because it is the result of cues 
predicting the US more strongly than is justified.


Actually, the result is not nearly so strange when viewed from the perspective of the 
model, because the associative strength of the compound at the beginning of the extra-
pairings phase was far greater than Vmax. If the level of fear is greater than that justified 
by the shock that actually occurs, it is quite reasonable that subjects will react by reducing 
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their level of fear. If you were in a situation where you were expecting something really 
terrible to happen and what actually occurred wasn’t quite that bad, it would make sense 
for you to reduce your level of fear in a similar situation in the future.


Evalution
Using only a single equation (in essence, a simple comparison of V and Vmax),  the Rescorla-
Wagner model can explain an astonishing range of facts about conditioning, including why 
conditioning, extinction, and blocking occur, and why presentation of a US by itself inter-
feres with conditioning. In addition, the model makes a variety of counterintuitive predic-
tions—for example, that a conditioning trial can actually reduce associative strength—and 
many of these predictions have been supported. (See Blough, 1975, for another example.)


As researchers continued to test the model’s predictions, however, it became clear that 
there were also phenomena that the model could not, at least at first, explain. We’ll look 
briefly at two examples, latent inhibition and configural learning.


Latent Inhibition


Our first example comes from 
research in which subjects have 
been preexposed to the CS 
before it is paired with the US. In 
one such experiment by Lubow 
and Moore (1959), a group of 
sheep and goats (not exactly the 
usual subjects) were repeatedly 
shown a flashing light (CS). The 
animals then received condi-
tioning trials in which this light 
was paired with shock (US). 
A control group received the 
identical conditioning trials but 
without the preexposure.


How should preexposure to the 
light affect subsequent condi-
tioning? According to the model, it shouldn’t. In mathematical terms, Vmax is always zero 
when no US is presented; if the light is initially neutral (V = 0), then


∆V = c(Vmax − V) = c(0 − 0) = 0


At the beginning of the conditioning phase in Lubow and Moore’s experiment, therefore, 
the light should have had no associative strength in either group, and learning in the two 
groups should have proceeded identically. Contrary to this prediction, Lubow and Moore 
found that conditioning was significantly slower in the group preexposed to the light, a 
phenomenon they termed latent inhibition because they believed that the CS becomes 
inhibitory during the preexposure phase. Subsequent evidence made it clear that the CS is 
neither excitatory nor inhibitory following preexposure; it is simply difficult to condition 


In an interesting experiment conducted with a group of sheep 
and goats, Lubow and Moore found that preexposure to a 
stimulus significantly slowed down subsequent conditioning to 
that stimulus. They called this latent inhibition; it is also called 
the CS preexposure.
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(for example, Reiss & Wagner, 1972). To prevent confusion, therefore, many researchers 
now prefer to use the term CS preexposure effect rather than latent inhibition.


Whatever it is called, one possible explanation for this effect is that when a stimulus is 
repeatedly presented by itself, we learn to ignore it (for example, Kaye & Pearce, 1987). As 
simple as this account is, the Rescorla-Wagner model cannot accommodate it because the 
model does not include any mechanism for changing the amount of attention paid to a stim-
ulus. (See Escobar, Arcediano, & Miller, 2002, for a review of other possible explanations.)


Configural Learning


A second problematic area for the model concerns its assumption that the associative 
strength of a compound conditioning is the sum of the strengths of its individual com-
ponents. If, for example, two stimuli, a and b, are independently paired with a US so that 
each has an associative strength of 0.5, and then the two stimuli are presented together, 
their combined associative strength would be


Vab = Va + Vb = 0.5 + 0.5 = 1.0


In other words, the model predicts greater responding to a compound than to either of the 
elements on its own. This prediction is generally correct, but there are some situations in 
which the response to a compound is substantially less than to its components.


One example comes from an 
experiment by Bellingham, 
Gillette-Bellingham, and Kehoe 
(1985). They gave rats discrimi-
nation training involving three 
kinds of trials, intermixed in an 
alternating sequence:


tone  water


light  water


tone + light  ____


It should be noted that water is a 
US for drinking, and we can use 
approaches to the water tube, as 
well as actual drinking, as a con-
ditioned response. Put another 
way, if the rat approaches the 
water tube when a tone sounds, 
this gives us an index of how well 
it has associated the tone with 
the availability of water. Not sur-


prisingly, the rats quickly learned to approach the water tube on trials in which the tone and 
light were presented by themselves, because each was followed by the US. The question 
of interest, however, was how the rats would respond on the compound trials, where both 
the tone and light were present. According to the Rescorla-Wagner model’s “additive-sum” 


This image of George Washington on the U.S. one-dollar bill is 
made up of thousands of tiny dots which are mostly invisible 
to the naked eye; rather than seeing the dots as separate 
elements, our brains perceive the entire image. In much the 
same way, a configural learning approach means that we do 
not respond to a compound stimulus as if it were a collection of 
unrelated elements, but rather as if all elements were a unified 
configuration.
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rule, responding should have been even stronger on the compound trials. If the tone elicts a 
tendency to drink, and the light also elicits a tendency to drink, the two presented together 
should elicit an even stronger tendency to drink; however, that is not what happened. The 
rats did not treat the tone-light compound as if it were simply a tone and a light, but as if it 
were an entirely different stimulus that merited its own distinctive response. It was as if they 
saw the tone and light not just as the two familiar elements combined, but as an entirely dif-
ferent stimulus, such as the taste of sugar, bearing no relationship to what they knew about 
tones and lights. In fact, subjects responded on only 30% of compound trials (see Figure 4.5).


In essence, the rats behaved as if they understood that the tone or light on its own sig-
naled water, but they had no such understanding of the two stimuli together. In effect, they 
were responding to the compound as a unique stimulus or configuration, c, rather than as 
simply a + b. This phenomenon, in which subjects respond to a compound stimulus in a 
dramatically different way than they would to its elements presented separately, is known 
as configural learning.


Figure 4.5: Configural learning


In this experiment, the rats understood that a tone (T+) and a light (L+) on their own meant water 
was available, as shown by a consistently high response rate after a number of days. When the tone 
and light were paired (TL−), however, the rats treated it as a completely different stimulus and did not 
associate it with the availability of water.
Source: Adapted from Bellingham, W. P., Gillette-Bellingham, K., & Kehoe, E. J. (1985). Summation and configuration in patterning 
schedules with the rat and rabbit. Animal Learning & Behavior, 13, 152–164. Reprinted by permission of Springer Science + Business 
Media.
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Pearce (1994) has summarized extensive evidence, much of it from his own laboratory, 
that configural learning plays a central role in conditioning, with responding often condi-
tioned to a unified configuration of all the elements present rather than separately to each 
element. We cannot review all this evidence here, but it clearly contradicts the model’s 
assumption that a compound is simply a bundle of unrelated elements.


One problem with the Rescorla-Wagner model, then, is that it focuses exclusively on 
the formation of an association between a CS and a US, and pays no attention to events 
occurring before this association is formed. Before a CS can activate a center in the cor-
tex, extensive perceptual processing must occur to identify that stimulus. As part of this 
processing, we typically attend to only some of the stimuli impinging on our senses, 
and we might then perceive the elements we do notice as a unitary configuration rather 
than as a set of separate elements. Conditioning, in other words, involves far more than 
just associating a CS center with a US center, so that even if the Rescorla-Wagner model 
were entirely accurate in its description of this stage in conditioning, the model would 
still need to be modified to account for perceptual processes occurring before this stage 
is reached.


Other theories have been proposed to try to address some of the model’s deficiencies 
(for example, Denniston, Savastano, & Miller, 2001; Pearce & Mackintosh, 2010). One 
striking feature of many of these theories, however, is that they incorporate a version of 
the Rescorla-Wagner model’s basic formula. To account for latent inhibition, for exam-
ple, Schmajuk, Lam, and Gray (1996) have proposed a theory that incorporates many 
of the assumptions of the Rescorla-Wagner model. Thus, although the model undoubt-
edly requires modification and extension, many psychologists believe that the insight 
at its heart—that conditioning depends on the discrepancy between current associative 
strength and asymptotic strength—captures a fundamental truth about the nature of 
conditioning.


Theories inevitably evolve, and perhaps this insight will eventually be seen as mistaken 
and supplanted by a deeper one, as Newton’s ideas about gravity were eventually over-
taken by Einstein’s. Even were that to happen, the model has contributed to a rebirth of 
interest in mathematical models of learning, with its remarkable demonstration of the 
power of a few simple assumptions to explain a wide range of seemingly complex phe-
nomena. Its impact has been profound: Miller, Barnet, and Grahame (1995) called it “the 
most influential theory of associative learning to emerge . . . over the last 25 years,” and 
Siegel and Allan (1996) commented that “there have been few models in experimental 
psychology as influential as the Rescorla-Wagner model.” Whatever its ultimate fate, the 
Rescorla-Wagner model is likely to prove to be a historic landmark in the evolution of our 
understanding of learning.


4.3 What Is Learned During Conditioning?
The Rescorla-Wagner model provides us with a powerful tool for predicting the strength 
of the association formed on any trial, but the model is silent about the nature of this asso-
ciation. When a tone is paired with food, for example, what is the nature of the link that is 
formed between them?
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Signal or Substitute?
According to one of the earliest 
cognitive theorists of associa-
tive learning, Edward Tolman 
(1932), the pairing of a CS and a 
US leads to the formation of an 
expectation. If a tone is followed 
by food, for example, then a dog 
will form an expectation that 
future tones will also be followed 
by food. Tolman was not very 
specific about how this expec-
tation would then be translated 
into a conditioned response, but 
the general notion was that the 
dog would take whatever action 
was appropriate to prepare for 
the expected food. Thus, a dog 
would salivate when it expected 
food because such anticipatory salivation would help it to digest the food more quickly 
and efficiently (see Hollis, 1982); a rabbit would blink when it expected a puff of air to its 
eye because this blink would protect the eye. Also note that when we use the term “expec-


tation” here and in subsequent sections, all we 
mean is that subjects have acquired some sort of 
knowledge about what US is imminent, not nec-
essarily that this knowledge is conscious. (For a 
more detailed analysis of how expectations might 
be defined, see Dickinson, 1989.)


Stimulus Substitution


Pavlov’s interpretation was very different. As we 
have seen, he believed that the CS and the US 
centers became linked so that activation of the CS 
center would lead to activation of the US center. 
The CS would therefore elicit exactly the same 
behavior as the US did; in effect, it was as if the 
CS had become the US—hence the term stimulus 
substitution. For Tolman, the CS became a signal 
that food was coming. (Imagine the dog thinking, 
“Oh boy, I’m about to get food.”) For Pavlov, the 
CS effectively became a substitute for that food, in 
that it elicited the same responses. (You can imag-
ine the dog thinking, “Oh boy, what lovely food 
this is.” Note, however, that Pavlov did not actu-
ally suggest that dogs thought this. His view was 
simply that the CS would elicit the same response 
as the food.)


According to Tolman, an association between a CS and a US 
will create an expectation. In other words, if this dog learns to 
associate the sound of a can opener (CS) with the presence of 
food (US), it will behave in ways that prepare it for the US, such 
as salivating.


Birds don’t automatically know what they 
should drink and what they should eat; 
these penguin chicks, for example, must 
learn a particular drinking response when 
presented with water for the first time.
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At first, Pavlov’s substitution theory might seem silly. A dog may not be a brilliant scholar, 
but surely it has enough sense to be able to distinguish a tone or a light from food! On 
closer examination, however, this claim is perhaps not as outrageous as it sounds. First, 
the assumption that a dog knows that a light is not food begs the important question of 
how it knows. We tend to think that food identification is simple; everyone knows, for 
example, that apples are edible but pebbles are not. Babies, however, do not know this and 
will often try to ingest objects that are emphatically not edible.


In many species, the young must actively learn to identify food, either by observing 
their parents or through their own experience. Birds, for example, have quite different 
pecking movements for eating food and drinking water. When given food, a bird pecks 
with its beak open; when given water, its beak is almost closed, and it uses its tongue to 
pump the water into its mouth. Also, a bird pecks water with its eyes open, but it pecks 
food with its eyes closed. (Food pecking is much more forceful, and the bird might close 
its eyes to protect them from ricocheting pebbles.) So although the response for drinking 
and eating is quite different, a newly hatched chick, when presented with a drop of water 
for the first time, will attempt to eat it rather than drink it. After only one or two pecks, 
however, it abruptly changes to the more appropriate drinking response (Hunt & Smith, 
1967). What appears to happen is that the presence of water in the chick’s beak triggers 
an innate recognition response. The chick associates this response with the visual cues 
that preceded ingestion, so that the sight of water will thereafter trigger appropriate 
drinking behavior.


For the dogs in Pavlov’s experiments, therefore, the experience of a light followed by food 
could have triggered an innate mechanism identifying the light as food, so that it would 
then elicit salivation and all the other responses appropriate to food. But if the dog really 
believed the light was food, you might ask, why doesn’t the dog try to eat the light? The 
answer is, it does! Pavlov found that when a dog is released from its harness after pair-
ings of a light bulb with food, it eagerly runs over to the light bulb and licks it. The dogs 
didn’t actually chew or swallow the bulb, but only perhaps because the bulb’s hardness 
inhibited the dog’s swallowing reflexes.


In some studies in which the physical characteristics of the CS have been more appropri-
ate, evidence has been reported that animals will try to ingest the CS. One example we 
have already encountered is autoshaping, in which a pigeon exposed to pairing of a cir-
cular key light with food will begin to peck the key. This phenomenon is very difficult to 
explain in terms of expectations: If the key light is simply a signal that food is imminent, 
why does the pigeon bother to peck it? If the lighted key has been identified as food, on 
the other hand, this pecking at the key becomes more understandable: The bird is trying 
to eat it.


Powerful support for this interpretation comes from a classic experiment by Jenkins and 
Moore (1973), who paired a lighted key with food in one group and with water in another. 
As we have already noted, a bird’s responses to food and water are different. According to 
the substitution hypothesis, therefore, pigeons exposed to light-food pairings should try 
to eat the key with an open beak and closed eyes, whereas those exposed to light-water 
pairings should peck with a closed beak and open eyes. As Figure 4.6 shows, this was 
exactly what happened. The pigeons seemed to be trying to eat the key paired with food 
and to drink the key paired with water. (For some striking cases where animals actually 
have eaten stimuli paired with food, see Breland & Breland, 1961.)
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Figure 4.6: Typical responses of key-pecking during autoshaping trials


As shown on the left, when water was paired with the US, the bird pecked the US as it would peck 
water—with its eyes open and its beak closed. On the right, when food was paired with the US, the bird 
pecked the US as it would peck food—with its eyes closed and its beak open.
Source: Based on Jenkins & Moore, 1973, and photographs by Bruce Moore
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Further evidence of the power of the mechanism involved, and of its apparent irrationality, 
comes from another study by Jenkins (reported in Hearst & Jenkins, 1974), in which the key 
light was located along one wall of a six-foot-long box and the food source along another 
(see Figure 4.7). The key light was occasionally presented for five seconds, followed by 
the raising of a grain dispenser called a magazine so that the grain was accessible for four 
seconds. Because of the layout of the box, if the pigeons approached the key and pecked 
it when the light came on, they could not return to the food dispenser in time to obtain all 
the available food. Nevertheless, Jenkins found that his birds would run over to the light 
as soon as it came on, peck it, and then quickly hurry back to the dispenser. Because of the 
length of the box, they missed most or all of the food on the trials in which they pecked. 
Despite this, they continued to peck the key in session after session (see also Williams & 
Williams, 1969). Pecking the key seemed more important to the birds than eating the grain.


Expectations 


Pavlov’s substitution theory needs to be taken seriously: In many situations, animals do 
behave as if a CS paired with food really is food, and they will persist in trying to eat the 
CS even if it is not real food. On the other hand, evidence also supports Tolman’s view that 
a CS acts as a signal that the US is coming. One source of support comes from observations 
of dogs’ behavior during salivary conditioning experiments. They do not just salivate; 
they will also turn toward the food tray and, if released from the harness, approach the 
tray (Zener, 1937). Their behavior strongly suggests that they expect to find food there, 
and similar results have been obtained in other experiments. In Jenkins’ long-box experi-
ment, for example, the pigeons usually approached the key light when it was illuminated, 
but in some cases they moved toward the food dispenser instead.


Figure 4.7: Appartus used to study autoshaping in pigeons


In Jenkins’ tests, the pigeons would consistently run to peck the key light first, even though it meant 
they would not be able to eat much—if any—of the food in the food dish.
Source: Adapted from Domjan & Burkhard, 1986


key light 
signaling
food


food dishfood dish


lie6674X_04_c04_115-152.indd   138 3/14/12   4:21 PM








CHAPTER 4Section 4.3 What Is Learned During Conditioning?


Other evidence suggests that animals not only know that a US is about to be presented but 
know exactly what that US is going to be. In an experiment by Colwill and Motzkin (1994), 
for example, rats were given conditioning trials in a chamber containing a food dish on 
one wall; within the dish were dispensers for delivering food pellets and liquid sucrose. 
CS1 was presented on some trials, followed by access to sucrose; on the remaining trials, a 
second conditioned stimulus, CS2, was presented, followed by access to food pellets:


CS1  sucrose


CS2  food pellets


After a few trials, the rats began to approach the food dish when either CS was presented, 
indicating that they knew food would be delivered there. However, the experimenters 
wanted to know more precisely what the rats were expecting. When CS1 was presented, 
for example, did the rats have only a general expectation that food would be presented, or 
did they know that it would be sucrose?


To find out, the experimenters reduced the attractiveness or value of the sucrose, using a 
procedure called devaluation, in which the value of a US is reduced by pairing it with an 
unpleasant consequence. They allowed the rats to drink sucrose for a period of up to 20 min-
utes, and then gave them an injection of lithium chloride to induce illness. As expected, this 
conditioned a strong aversion to the sucrose, so that the rats would no longer drink it when 
it was made available. The experimenters then returned the subjects to the test chamber and 
again presented CS1 and CS2. If the rats knew that CS1 signaled the availability of sucrose, 
then they should not approach the dish when this stimulus was presented, but should con-
tinue to approach when CS2 was presented. The results confirmed this prediction, as the 
devaluation of sucrose had its greatest effect on the response to CS1. Comparable results 
were obtained when the food pellets were devalued—this resulted in fewer approaches to 
the magazine when CS2 was presented. When a CS was presented, the rats seemed to know 
not simply that food was going to follow, but which food. Note that the claim here is not 
that the rats were consciously expecting food, but rather that they were behaving as if they 
had such an expectation. We have no way of knowing a rat’s conscious thoughts, and it is 
possible that any knowledge about future events is held in some unconscious form.


A Two-System Hypothesis
We now have what seems a distinctly confusing situation in which animals sometimes 
behave as if a CS paired with food actually is food, and try to eat it, but other times behave 
as if the CS is simply a signal that food is coming and initiate appropriate action to obtain 
the food (see also Jenkins, Barrera, Ireland, & Woodside, 1978; Timberlake, Wahl, & King, 
1982). One way to resolve this conflict is to assume that both views are correct and that the 
reason why the outcome varies is that classical conditioning actually involves two distinct 
learning systems—an associative system in which the CS elicits responses automatically, 
and a cognitive system in which expectations guide responding.


Perhaps the first learning system to evolve was a relatively primitive one in which the 
CS was simply associated with the US and thus elicited the same responses. In the course 
of time, a more sophisticated system developed that involved active anticipation of the 
US; this allowed subjects to flexibly select from a range of preparatory responses, taking 
into account other information available at the time. Insofar as both systems still coexist 
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in vertebrates, this would explain why animals 
sometimes act as if the CS is a signal for food and 
at other times as if it actually is food.


The idea that the brain contains two distinct 
learning systems has been proposed by a number 
of theorists over the years (for example, Konorski, 
1967; Razran, 1971; Squire, 1992). Each theorist has 
attributed somewhat different properties to the 
two systems, but a common theme has been that 
one system is essentially simple and automatic, 
whereas the other involves some sort of expecta-
tion about the properties of the forthcoming US. 
We will call the assumption of two systems, one 
associative and the other more cognitive, the two-
system hypothesis.


The Brain’s Evolution


Indirect evidence for two learning systems comes 
from what is known about the evolution of the 
vertebrate brain. Studies of fossil records and of 
the brains of living species suggest that the verte-
brate brain has changed enormously in the course 
of evolution. These changes, however, have con-
sisted not so much in the disappearance of old structures—most of the primitive struc-
tures of an alligator or rat brain can still be easily recognized, almost unchanged, in that 
of a human—as in the elaboration of new structures. In particular, human brains have 


undergone a massive increase in 
the outer covering of the brain 
known as the neocortex. (Note 
that the outer covering of the 
brain is called the cortex. Some 
form of cortex is present in most 
vertebrates, but it is expanded 
considerably in mammals, and 
the larger, newer section of the 
cortex is called the neocortex. In 
humans, most of the cortex con-
sists of neocortex.) The propor-
tion of the brain devoted to neo-
cortex in humans is 150 times 
greater, relative to body weight, 
than in the tree-shrew-like mam-
mals from which we are thought 
to have descended. The func-
tions of this vastly expanded 
neocortex include cognitive 
processes such as thinking and 


There is now good reason to think that there 
are two separate learning systems involved 
in classical conditioning, one associative 
and the other cognitive. Our understanding 
of how the outputs of these systems are 
combined or synthesized to determine our 
behavior, however, is still limited.


The human skull shown on the left is much larger than the 
chimpanzee skull next to it, one manifestation of the fact that 
evolutionary processes resulted in a significant increase in the 
size of the human brain over that of other vertebrates (and in 
particular, an increase in the part of the brain known as the 
neocortex).


lie6674X_04_c04_115-152.indd   140 3/14/12   4:21 PM








CHAPTER 4Section 4.3 What Is Learned During Conditioning?


language. The neocortex is also the center of awareness. (If the neocortex is damaged or 
anesthetized, a person loses consciousness.)


In the course of evolution, the anatomy of the central core of the brain has remained 
unchanged to a remarkable extent. Insofar as this older core has retained its old func-
tions as well as structure, a relatively primitive associative system might still be present 
in vertebrates, along with a more advanced cognitive one. Epstein has proposed a similar 
hypothesis to account for human emotions, suggesting that a largely preconscious system 
evolved first, and that this system remained when a more rational and analytical system 
emerged. In his words,


It is inconceivable that, with the advent of language and the capacity for 
analytical thought, the hard-won gains of millions of years of evolution 
were summarily abandoned. It can more reasonably be assumed that the 
same principles . . . that apply to nonhuman animal cognitions apply as well 
to human cognitions, wherein they influence and are in turn influenced by 
a newly acquired verbal-analytical rational system. (Epstein, 1994, p. 714)


Two Routes to Fear 


More direct evidence for the existence of two learning systems has come from recent 
research on the physiological mechanisms underlying fear conditioning. On the basis 
of this research, LeDoux (1994, 2002) has proposed that the area of the brain primarily 
responsible for the conditioning of fear is a structure called the amygdala. When the amyg-
dala is surgically removed, for example, rats do not learn to fear a tone that signals shock. 
LeDoux found two different pathways leading from the senses to the amygdala: a direct 
path that can trigger a fear response very quickly, and an indirect path that goes first to the 
cortex and only then to the amygdala (see Figure 4.8). He suggested that the direct path 
allows a rapid, automatic response to signals of possible danger, whereas the cortical path, 
although slower, allows subjects to evaluate the signal more carefully and decide whether 
fear is really appropriate.


LeDoux’s research was carried 
out with rats, but a subsequent 
study by Bechara et al. (1995) 
suggested that similar systems 
exist in humans. Bechara and 
colleagues exposed their sub-
jects to a series of colored slides, 
presented in random order. 
When the color blue appeared, 
it was followed by a loud blast 
of a horn. They used subjects’ 
GSR (galvanic skin response) 
to assess fear conditioning, and 
at the end of the conditioning 
trials they also asked subjects 
which color had been followed 
by the horn.


The amygdala is part of the limbic system and helps to regulate 
various emotions, such as fear, aggression, and pleasure. In the 
image above, the various structures that make up the limbic 
system are shown in pastel colors in the center of the brain.
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One of their subjects had a hereditary condition that causes damage to the amygdala. This 
subject showed no increase in GSR to the blue slide, indicating no fear. When later asked 
which of the colors had been followed by the horn, however, the subject correctly identi-
fied the color as blue. We thus have a rather unusual situation where even though the sub-
ject knew that blue would be followed by an unpleasant noise, blue did not elicit fear. The 
cortical system still produced an expectation of the aversive stimulus, but the amygdala 
was not translating this expectation into fear. (See also Feinstein et al., 2010.)


The same procedure was used with a second patient who had suffered accidental damage 
to the hippocampus, an area of the brain that is known to play an important role in certain 
kinds of memory. This patient showed normal conditioning, with a significantly stronger 
GSR to blue than to any of the other colors. When asked which color was followed by 
noise, however, the subject was unable to say. Together with the results for the first sub-
ject, these findings suggest that fear conditioning and conscious knowledge of the rela-
tionship between the CS and the US can occur independently, with damage to the brain 
eliminating one system but leaving the other unaffected (see also Knowlton, Mangels, & 
Squire, 1996; LaBar & Phelps, 2005).


There is suggestive evidence, then, for the existence of two distinct systems in condition-
ing: a relatively primitive system based on associations, and a cognitive system based on 
expectations. The existence of separate systems could help explain situations in which 
we feel frightened but cannot say why. In one clinical example, a woman who had been 
raped had no conscious memory of the incident, but she became extremely upset when 
she returned to the scene of the crime (Christianson & Nilsson, 1989). In situations such as 
this, unconscious associations can elicit fear even though we have no conscious awareness 
of why we feel anxious.


The two-system hypothesis may have intuitive appeal, but as a scientific theory it suffers 
from regrettable vagueness. What are the exact properties of the associative and cognitive 


Figure 4.8: Two routes to fear


The area that is responsible for the conditioning of fear is the amygdala, which can be triggered directly 
or indirectly, via the cortex.


cortex
Indirect Path


Direct Path
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systems that are being proposed? And if there really are two systems, what is the relation-
ship between them? We can illustrate these problems with an experiment on rats by Tim-
berlake, Wahl, and King (1982). The researchers occasionally gave the rats food pellets, 
and before each delivery they rolled a metal ball across the floor of the cage. If the time 
interval between the ball’s appearance and the delivery of food was short, then when the 
rats saw the ball they ran over to the pellet dispenser and waited, acting as if they knew 
that food was coming. If the time interval was long, on the other hand, the rats picked 
up the rolling ball and chewed it, acting as if it was food. Our two-system account can 
explain both behaviors, but it gives us no basis for predicting in advance which system 
will control responding, or how the output of the two systems might combine to jointly 
determine behavior. Thus, although a two-system account offers a plausible framework 
for understanding conditioning, at present it is more of a promissory note for the future 
(“Here is the framework—details to be filled in later”) than a fully worked-out theory.


4.4 Conditioning and Cognition
In this section we will examine the proposed systems more closely to see if we can add at 
least a bit of flesh to the proposed skeleton. We have already discussed the role of two cogni-
tive processes in determining the outcome of conditioning—that conditioning depends on 
what aspects of a stimulus we pay attention to, and also on what aspects we later remem-
ber. In this section we will look at a possible third process, the role of conscious awareness.


We will also take a look at the broader relationship between conditioning and cognition. 
For many years, conditioning was seen as an essentially primitive form of learning, far 
removed from the processes involved in human language or thought. We have now seen 
one challenge to this view, the evidence that conditioning is a far more complex process 
than anyone could have guessed from watching a dog learning to salivate or a human 
learning to blink. We will close this chapter with a look at the flip side, with suggestive 
evidence that cognition might be a lot less complex than has been traditionally assumed, so 
that overall the gap between conditioning and cognition might be far smaller than it seems.


The Role of Awareness 
The two-system hypothesis assumes the existence of two separate learning systems, a rel-
atively primitive system involving the formation of associations and a more sophisticated 
system based on the formation of expectations. We have further assumed that the primi-
tive system appeared relatively early in evolution, whereas the cognitive system emerged 
later with the development of the neocortex. If this hypothesis is correct, one possibility 
is that the two systems differ in the degree to which they involve conscious awareness, 
because—at least in humans—the cortex is known to be the seat of consciousness. If con-
sciousness emerged only with the development of the cortex, then the formation of asso-
ciations in the primitive system would occur automatically, without awareness, whereas 
the formation of expectations would be a conscious process in which people are aware of 
the relationship between the CS and US (see also Öhman & Mineka, 2001).


This analysis suggests that in most conditioning experiments involving humans, subjects 
would be consciously aware of the relationship between the CS and the US because the 
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cognitive system would readily detect this relationship—it is hard to miss the fact that 
a light is regularly followed by a puff of air in your eye. If the cognitive system was not 
involved, however, so that learning was under the sole control of the associative system, 
then conditioning might occur unconsciously, without subjects’ awareness.


Conditioning Without Awareness


The prediction that subjects in conditioning experiments would normally be aware of 
the relationship between the CS and US is uncontroversial. The claim that conditioning 
can occur without people realizing it, however, has been a source of considerable debate. 
We have already encountered some evidence for conditioning without awareness in the 
Bechara et al. experiment on fear conditioning in subjects with brain damage. One of their 
subjects showed increased fear when the blue slide was presented despite having no con-
scious awareness that this slide was followed by a blast of noise. On the other hand, it is 
difficult to build a strong case on the results of just one subject.


Öhman and Soares (1998) reported more compelling evidence. Participants were shown 
a slide of either a snake or a spider. A discriminative conditioning procedure was used in 
which one of the stimuli was followed by a mild electric shock while the other was not:


CS+  shock
CS−  _____


To see if conditioning could occur without awareness, each stimulus was presented for 
only 30 milliseconds (0.03 seconds) and was followed by a masking stimulus—in this 
case, a meaningless jumble of dark and light shapes. Previous research had shown that 
masking stimuli presented under these conditions effectively erase preceding stimuli 
before subjects can become consciously aware of them. The procedure is thus sometimes 
referred to as subliminal presentation (limen is the Latin word for threshold, and the 
stimulus remains below the threshold of consciousness).


To check that subjects were not consciously aware of the CS, the experimenters ran an 
additional group in which there was a four-second gap between the CS and the US, and 
subjects were asked to report during the gap whether the picture had been of a snake or a 
spider. The percentage of correct responses was almost exactly at chance (50.5%), confirm-
ing that subjects had no idea what stimulus had been presented. Yet, despite this lack of 
awareness, conditioning occurred normally, as presentations of CS+ eventually elicited 
substantially higher GSRs than CS−. The CS+ was thus eliciting fear even though partici-
pants did not know that it had been presented.


So, though controversy remains, we do have evidence that people’s behavior can be con-
ditioned without their realizing it, in some cases because of brain damage; in other cases, 
because the CS can’t be consciously detected; and in still other cases, because the capacity 
of the cognitive system is absorbed by other tasks (Spence, 1966; Manns, Clark, & Squire, 
2002; for other evidence supporting this claim, see also Olsson & Phelps, 2004; Smith et 
al., 2005; and Weike, Schupp, & Hamm, 2007; for a more skeptical view, see Lovibond & 
Shanks, 2002, and Lipp & Purkis, 2005).
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Conditioning in Advertising


If emotions can be conditioned without people’s awareness, could this play a role in 
advertising? Advertisers commonly present their products with other, appealing stimuli. 
Hotel or tourism campaigns, for example, often prominently feature handsome men and 
attractive women, and commercials for political candidates are set against a scenic back-
ground and accompanied by patriotic or other stirring music. Could classical condition-
ing be at work in these advertisements, with our positive feelings about the context being 
transferred, without our awareness, to the product itself?


This is not a field that has been 
heavily researched, but at least 
some evidence suggests that 
the answer is yes. In one study 
by Janis, Kaye, and Kirschner 
(1965), subjects were asked to 
read a persuasive message; those 
who read the message while 
they were eating were signifi-
cantly more likely to accept the 
positions advocated than were 
control subjects who were not 
eating. Similarly, Gorn (1982) 
found that attractive music 
played during a commercial 
significantly increased prefer-
ence for the product. And, as we 
discussed in Chapter 1, Smith 
and Engel (1968) found that the 
presence of an attractive woman 


standing next to a car powerfully influenced how subjects evaluated the car. In both the 
Gorn and the Smith and Engel studies, subjects were interviewed at the conclusion of the 
experiment, and almost all denied that their rating of the product had been affected by 
the accompanying stimuli. Under some circumstances, our emotions do seem to be condi-
tioned without our realizing it. (For additional evidence, see Cacioppo, Marshall-Goodell, 
Tassinary, & Petty, 1992; De Houwer, Baeyens, & Eelen, 1994; and Priluck & Till, 2004.)


Causal Learning 
In previous sections we traced a gradual shift in psychologists’ understanding of classi-
cal conditioning. At first, learning theorists saw conditioning as a fundamentally simple 
process in which associations were formed whenever two centers in the brain were active 
at the same time. The experiments on contingency, preparedness, and blocking that were 
reviewed in Chapter 3, however, led to profound changes in this view, and showed that 
conditioning does not occur indiscriminately to whatever stimuli happen to precede a US.


Here, a model is prominently placed in front of a product (a 
shiny new car). The advertiser’s hope is that a consumer’s 
positive feelings about the model will become associated with 
the car, making the consumer more likely to buy it; there is 
evidence that this really happens.
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This change in perspective was neatly captured in the title of an article by Rescorla (1988): 
“Pavlovian Conditioning: It’s Not What You Think It Is.” He went on to write,


Pavlovian conditioning is not a stupid process by which the organism 
willy-nilly forms associations between any two stimuli that happen to co-
occur. Rather, the organism is better seen as an information seeker using 
logical and perceptual relations among events . . . to form a sophisticated 
representation of its world” (p. 154).


If this perspective is correct, the question arises as to whether we might use this sophisti-
cated system for detecting other kinds of relationships. In our daily lives, after all, we are 
constantly trying to identify relationships between events: Is a friend angry because of 
something we said? Is our rash an allergic reaction to something we ate? Does underlin-
ing passages in a text help us get better grades? In all these cases we try to identify causal 
relationships; might the processes involved in detecting CS–US relationships also play a 
role in other instances of causal learning?


Medical Diagnosis


Intriguing evidence on this point was reported in 
a study by Gluck and Bower (1988) designed to 
simulate the judgments that doctors must learn 
to make in diagnosing patients. University stu-
dents were given fictitious medical records of 250 
patients. Each patient had some combination of 
the following symptoms: a bloody nose, stomach 
cramps, puffy eyes, and discolored gums. On the 
basis of these symptoms, participating students 
were asked to decide which of two diseases each 
patient was suffering from—let us call these dis-
eases “Baditis” and “Worsitis.” After each diag-
nosis, participants were told the actual disease. 
Finally, after reading all 250 records, they were 
shown each symptom and asked to estimate the 
probability that a patient with this symptom had 
Baditis or Worsitis. In fact, the cases had been con-
structed so that the symptoms varied in predic-
tive value, ranging from 0 (which meant that the 
two diseases were equally likely) to almost 1.0.


Although the problem was presented as one of 
medical diagnosis, it can also be viewed as a form 
of classical conditioning, with each symptom 
functioning as a CS and each disease as a US. If a record showed that a patient had a 
bloody nose (symptom A) and stomach cramps (symptom B), and this was followed by 
information that the patient had Worsitis, this can be viewed as a compound conditioning 
trial in which the compound stimulus AB was followed by Worsitis (USW):


CSAB  USW 


Surprisingly, the decision-making processes 
involved in medical diagnosis may be 
more similar to the processes involved in 
conditioning than we originally thought.
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It is then possible to use the Rescorla-Wagner model to calculate the change in the strength 
of the association between the symptoms and the disease on every trial. The stronger the 
association between, say, symptom A and Worsitis, the more likely subjects should be to 
expect patients with this symptom to have this disease.


In fact, Gluck and Bower found that the Rescorla-Wagner model was remarkably accu-
rate in predicting subjects’ probability estimates. And, even more remarkably, the model’s 
predictions proved to be more accurate than those of the main theories of human concept 
learning that were also tested during the experiment. The Rescorla-Wagner model, devel-
oped to account for the behavior of rats in fear conditioning experiments, thus seemed to 
be better at predicting human behavior than those models explicitly developed to explain 
people’s ability to learn complex conceptual relationships.


Implications


This result might at first seem so unlikely as to be unbelievable—surely the reasoning 
that a doctor uses in diagnosing diseases is far more sophisticated than the skills involved 
in associating a light with a puff of air to the eye? Indeed, there undoubtedly are differ-
ences, but from an evolutionary perspective the claim of similarities is perhaps not as 
outrageous as it sounds. Research has shown that evolution generally favors relatively 
small changes to existing mechanisms, rather than the creation of entirely new systems 
from scratch. In the case of the brain, once evolution produced a sophisticated system 
for detecting relationships between, say, tastes and illness, it would not be surprising if 
this system was then adapted for use in other areas, and if some of the core principles 
remained the same.


If this analysis is correct, we should expect the principles of classical conditioning and 
causal learning to be similar, and to a surprising degree, this does appear to be the case. 
Principles of conditioning such as contiguity and contingency have also been found to be 
important in shaping human judgments of causation, and conditioning phenomena such 
as blocking and conditioned inhibition have also found their parallels in causal learning. 
(See for example, Balleine, Espinet, & Gonzalez, 2005; and Ghirlanda, 2005. For broader 
reviews, see Lober & Shanks, 2000, and Dickinson, 2001.)


Of course, we are not claiming that the processes involved in these two forms of learning 
are identical: The conditioning of an eyeblink and a doctor’s decision about whether a 
patient is suffering from pneumonia are unlikely to involve exactly the same processes. 
Nevertheless, the processes involved do appear to be similar in important respects. 
Though we tend to think of human decision-making as a highly rational and sophis-
ticated process, and conditioning as a very primitive one, they might not differ as dra-
matically as this summary suggests. We have already seen that classical conditioning 
is a far more complex process than it appears; conversely, research on human decision 
making has shown that this process is often much less sophisticated than we realize 
(for example, Tversky & Kahneman, 1974; Dawes, 2001). The gulf between these two 
classes of behavior might thus be narrower than it seems. In the course of evolution, we 
developed sophisticated systems for detecting relationships between events, and the 
processes involved may play a role in situations far removed from dogs salivating in a 
St. Petersburg laboratory (see also Karazinov & Boakes, 2007; Pineño & Miller, 2007; and 
Shettleworth, 2010).
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Summary and Review


•	 The	Rescorla-Wagner	model	assumes	that	the	amount	of	conditioning	on	any	
trial (∆V) depends on the how far the current strength of the association (V) is 
from its maximum possible strength (Vmax). If the current strength is below this 
asymptotic level, it will increase (conditioning); if it is above this level, it will 
decrease (extinction); if it is at this level, it will stay the same (blocking).


•	 To	test	the	model,	Rescorla	and	Wagner	used	arbitrary	values	for	the	constants	in	
the equation, which they called parameters. This meant that although the model 
could not make quantitative predictions, it could still make qualitative predic-
tions. These proved surprisingly powerful, as the model was able to account for 
phenomena such as conditioning itself, extinction, and blocking. 


•	 The	model	was	also	able	to	correctly	predict	previously	unknown	phenomena	
such as the overexpectation effect.


•	 In	its	original	form,	the	model	had	difficulty	in	accounting	for	phenomena	such	
as latent inhibition and configural learning, but its success in accounting for so 
many aspects of conditioning through one simple relationship—the difference 
between V and Vmax—has made it one of the most influential theories in the his-
tory of psychology.


•	 Pavlov	believed	that	conditioning	was	an	essentially	simple	process	involving	
the formation of a connection or association between the CS and US centers in 
the brain. Tolman, on the other hand, believed that conditioning involves the 
formation of an expectation that the US will occur.


•	 Research	evidence	supports	both	Tolman’s	and	Pavlov’s	views,	and	the	two-
system hypothesis suggests that both are right. It assumes that the first learning 
system to evolve was a relatively primitive one based on associations, but that 
this was later supplemented by a more sophisticated cognitive system.


•	 The	idea	that	behavior	can	be	conditioned	without	our	awareness	is	controver-
sial. This does seem to happen in some situations, and unconscious conditioning 
might play a role in some forms of advertising.


•	 Many	psychologists	now	see	conditioning	as	a	sophisticated	process	for	identify-
ing predictors of future events. And there is evidence that the processes involved 
might also play a role in the detection of other causal relationships, such as medi-
cal diagnoses. If so, the gap between conditioning and cognition might be much 
smaller than psychologists have long believed. 


Review Questions


 1. What is the equation used by Rescorla and Wagner to predict learning? What 
does each symbol represent?


 2. How is Kamin’s concept of surprise incorporated within the Rescorla-Wagner 
model?


 3. Why didn’t Rescorla and Wagner try to determine the real values of the param-
eters c and Vmax? What approach did they use instead?


 4. How can the same equation be used to predict both conditioning and extinction?
 5. How does the model account for blocking?
 6. There are two crucial tests of any theoretical model: Can it account for known 


phenomena, and can it accurately predict new ones? What is an example of the 
Rescorla-Wagner model’s new predictions?
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 7. The Rescorla-Wagner model shows how a few simple assumptions can be used 
to account for seemingly complex behavior. How does the model’s explanation of 
contingency illustrate this?


 8. How do latent inhibition, configural learning, and occasion setting show the 
Rescorla-Wagner model’s limitations?


 9. Can you figure out how the model could be used to account for the phenomenon 
of conditioned inhibition?


 10. What is the difference between signal and substitution accounts of conditioning? 
What evidence supports each account?


 11. What is the two-system hypothesis? How does it account for the conflicting evi-
dence on whether a CS functions as a signal or a substitute for the US? And how 
does physiological research on fear conditioning support the claim of two differ-
ent learning systems?


 12. What evidence suggests that conditioning can occur without awareness?
 13. What is the relationship between classical conditioning in animals and causal 


learning in humans?


Concept Check


1. If a stimulus is presented by itself prior to conditioning trials, conditioning is 
impeded. This phenomenon is called


 a.  conditioned inhibition.
 b. latent inhibition.
 c. habituation.
 d. learned helplessness.


2. When a CS is paired with a US,


 a. the CS becomes a signal for the US.
 b. the CS becomes a substitute for the US.
 c. the CS acts like a signal in some experiments but like a substitute in others.
 d. the CS elicits the same response as the US.


3. When extinction begins to occur in trial experiments, the value of ∆Vn 


 a. cannot show that extinction occurs.
 b. decreases.
 c. increases.
 d. stays the same.


4. Brain functions such as awareness, critical thinking, and language are only 
known to occur in which section of the brain?


 a. Amygdala
 b. Cerebellum
 c. Hippocampus
 d. Neocortex
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5. Which of these is an accurate example of configural learning? 


 a. Not responding to any stimuli presented 
 b. Responding to one stimulus but not another very similar one
 c. Responding to two different stimuli in the same manner
 d.  Responding to two stimuli presented simultaneously in a different way than 


to either of the two stimuli presented alone


Answers: 1) b, 2) c, 3) b, 4) d, 5) d


Key Terms


amygdala Section of the brain centrally 
located towards its base; plays an impor-
tant role in both emotion and the forma-
tion of memories.


causal learning A subtype of associa-
tive learning. In associative learning, we 
learn that there is a temporal relationship 
between two events—the occurrence of 
one helps us to predict when the other will 
occur. In causal learning we learn not sim-
ply that there is a relationship between the 
events but that one is the cause of the other.


compound conditioning A conditioning 
procedure in which the CS consists of two 
or more stimuli presented simultaneously.


conditioned emotional response (CER) 
test A procedure for measuring fear in 
rats. When a rat is frightened it tends to 
freeze; we can measure the extent to which 
a stimulus elicits fear by seeing whether 
the stimulus causes the rat to stop pressing 
a bar that produces food.


configural learning Learning to respond 
to a compound stimulus in a manner 
sharply different than to its components—
for example, not responding when stimuli 
A and B are presented together, even 
though they do respond to each stimulus 
when they are presented separately. Such 
behavior suggests that the subject learned 
to perceive the compound as a unique 
stimulus, or configuration, that is more 
than the sum of its components.


CS preexposure effect See latent inhibition.


expectation The reaction that results once 
a subject acquires some sort of knowledge 
about what US is imminent. For example, 
if a dog learns to associate the sound of a 
can opener (CS) with the presence of food 
(US), it will behave in ways that prepare it 
for the US, such as salivating. 


latent inhibition (also known as the CS 
preexposure effect) Slower conditioning to 
a CS because of previous presentations of 
the CS by itself.


neocortex The cortex is the outer layer of 
the brain, and the neocortex is the outer-
most layer. It was the last section to appear 
in the evolution of the brain, and is pres-
ent only in mammals. It plays a key role in 
cognitive processes such as thought and 
language.


overexpectation effect A decrease in the 
strength of conditioning on trials where 
a compound stimulus is followed by a 
US, following training in which the ele-
ments of the compound were conditioned 
separately. It is as if the compound leads 
subjects to expect the US too strongly, and 
so they reduce their expectations so as to 
bring them in line with reality.
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CHAPTER 4Key Terms


parameter A constant used in a mathemat-
ical formula. For example, suppose that 
a person’s weight is always 10 times as 
great as their height, W = 10 × H. W and 
H are both variables, as the values used for 
weight and height can be different in dif-
ferent applications of the equation, but the 
value of 10 is always the same, always con-
stant. In the Rescorla-Wagner model, the 
parameters c and Vmax determine the speed 
and asymptotic level of conditioning.


Rescorla-Wagner model A theory of con-
ditioning that specifies how the strength of 
the association between a CS and a US will 
change on any trial where the CS is pre-
sented. Its basic equation is


 ∆V  = c (Vmax − V)


where V is the strength of an association 
at the beginning of the trial and ∆V is how 
much that strength will change. The equa-
tion tells us that the change in condition-
ing on any trial depends on the difference 
between the strength of the association 
at the beginning of the trial (V) and the 
maximum possible strength (Vmax), which 
depends on the US used. (The more intense 
the US, the greater the maximum possible 
strength.) The difference in these two values 
is multiplied by a constant, c, in order to 
calculate the change in associative strength.


stimulus substitution Pavlov believed that 
conditioning results in the strengthening of 
a connection between the CS and US centers 
of the brain, so that in the future, activation 
of the CS center will automatically be trans-
mitted to the US center. As a result, the CS 
will elicit the same behavior as the US— 
in effect, the CS becomes the US, in that it 
will elicit exactly the same behavior.


subliminal presentation Presenting a 
stimulus in such a way that a person has 
no conscious awareness of its having 
been presented. This is usually achieved 
by presenting the stimulus very briefly, 
and, in the case of visual stimuli, follow-
ing it by a pattern mask, consisting of a 
jumble of shapes. When a visual stimulus 
is terminated we can usually still see it 
for some period afterwards because there 
is an afterimage still present in the retina 
of the eye—if a flashbulb goes off, for 
example, you will continue to see light 
for a period after the bulb has gone off. 
The pattern mask effectively erases this 
afterimage, ensuring that the stimulus 
is not present long enough to register in 
consciousness.


suppression ratio A statistical index used 
to measure the reduction in responding 
during a CER test. The index is B/(A + B), 
where B is the number of responses dur-
ing the test stimulus and A is the number 
of responses during an equivalent period 
immediately before the test stimulus.


two-system hypothesis The idea that the 
brain contains two distinct learning sys-
tems, one that is essentially simple and 
automatic (associative), and another that 
involves some sort of expectation about 
the properties of the forthcoming US 
(cognitive).
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