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Abstract 


This paper explores the extent to which local amenities are related to housing price volatility and 


appreciation in different US cities. Using total amenity values constructed by Albouy (2009), we 


find that cities with higher amenity values experience greater housing price appreciation along 


with higher price volatility. These empirical results are inline with the land leverage hypothesis 


presented by Bostic, et al. (2007) and are also supported by our theoretical model, which shows 


that variations in long run anticipated income affect households’ willingness to pay for the physical 


attributes as well as amenities of housing. Our results are shown to be symmetrical across up and 


down markets and are robust to a series of robustness tests, such as regional and land supply 


elasticity controls.  
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Introduction 


 Over the last few decades housing rate of price appreciation and price volatility varied in a 


material way across different locations. Housing is not only the largest single asset held by most 


American households1, but also represent a concentrated, levered and undiversified financial 


exposure for many of them. Moreover, housing value and volatility play an increasingly important 


role in the performance of a progressively integrated broad economy, as it was most evident during 


the housing boom of the early 2000’s and the “great recession” that followed. Therefore, exploring 


factors that may explain variations in housing value is warranted. 


 This paper examines the extent to which housing price volatility and rate of appreciation 


are related to the local amenities that accompany the physical characteristics of housing in a large 


sample of US locations. At any given location land and its associated amenities is limited in supply 


and non-reproducible. In contrast, improvements can be reproduced in greater supply elsewhere 


and experience physical and functional obsolescence over time. This implies that supply and 


demand shocks in the local economy are expected to be capitalized into land values, not the 


structure. As a result, higher housing price volatility is predicted in areas where the value of 


locational amenities is high and these areas should also appreciate at a faster pace in an overall 


growing economy. This line of reasoning is similar to the land leverage hypothesis that is presented 


by Bostic, Longhofer and Redfearn (2007) and investigated in the recent literature. 


 Evidence from our empirical analysis show a positive and robust relation between housing 


price volatility and amenity value. Additionally, a positive relation that is statistically and 


economically significant between housing price appreciation and amenities is also illustrated. 


However, when the relation between risk-adjusted price appreciation and amenities is examined, 


                                                           
1 Based on U.S. Census Bureau, Survey of Income and Program Participation 








the results are dependent on whether risk-adjusted price appreciation is measured in absolute terms 


or relative to the performance of the general housing market. Overall, the empirical results of our 


analysis support our theoretical model and hypotheses. 


 We takes advantage of a set of three land value proxies, namely Quality of Life, Trade-


Productivity and Total Amenity values, in order to provide evidence on the relation between land 


values and changes in housing prices for a broad sample of cities. Our paper makes several 


contributions to the existing literature. First, we show that the value of amenities can proxy for the 


value of land share, which is difficult to estimate mainly due to data availability. Amenity value 


and land share are also shown to have similar relation with supply constraints that the literature 


finds to be important when determining real estate price movements and trends (Glaeser, Gyourko 


and Saiz (2008), for example). Second, for a large sample of cities we provide evidence of positive 


relation not only between amenities and housing price volatility, but also between amenities and 


housing price appreciation. To our knowledge, our study is the first attempt to explore both of 


these links. Moreover, we provide evidence on the relation between amenities and risk-adjusted 


housing appreciation in absolute and relative terms. Third, and lastly, we are the first to document 


symmetry in the relation between amenities and housing price performance in up and down 


markets as well as the robustness of this relation to supply constraints and other locational controls. 


We believe that our paper enhances the understanding of how local amenities are relate to 


changes in housing values. A better understanding of this relation is an important issue, not just 


for the individual home owner, but also for investors, lenders, and tax collectors and hence may 


also have policy implications. 


 


 








Literature Review 


 Developed streams of literature explore the relation between specific local amenities (or 


disamenities) and housing prices. Examples of housing related amenities investigated in these 


studies include school quality (Black (1999) and Bogart and Cromwell (2000), among many 


others), proximity to the ocean and ocean view (Landry and Hindsley (2011) and Wyman, 


Hutchinson and Tiwari (2014), for example), susceptibility to flood hazard (Turnbullm, Zahirovic-


Hebert and Mothorpe (2013)), and many more. Because these studies predominantly focus on a 


the effect of a specific amenity on housing values at the local level they are not directly relate to 


our study, which examines the relation between a broad set of amenities on housing performance 


a across different cities and regions.      


The stream of literature that is most closely related to our research includes papers that 


explore land values and study the land leverage hypothesis. Davis and Palumbo (2007) construct 


a database that distinguishes between the value of residential land and structures for 46 large US 


metropolitan areas. The authors report that the average value of land relative to the value of 


structures experienced a material increase over the 1984 – 2004 time period, which implies that 


future rate of housing price appreciation and volatility are likely to increasingly be determined by 


demand factors. In their paper, the authors find substantial regional variation in land share. In 2004, 


land share was estimated to comprise 74% of value for homes in the West Coast, which is more 


than double the Midwest share of 36%. Similarly, Albouy and Ehrlich (2012) find that land share 


varies from 11% to 48% with a national average of 37%.2 In regards to appreciation, nationally 


                                                           
2 The estimates from Davis and Palumbo (2007) are based on a residual method (difference between total property 


value and the estimated value of the structure) whereas the estimates from Albouy and Ehrlich (2012) are transaction-


based from land sales across the U.S. The latter study points out that their estimates are generally lower than that of 


the former study and that this is likely due to the methodological differences. In a later study Albouy and Ehrlich 


(2013) analyze land values from transactions across the U.S. and find that the strongest predictor of value per acre is 


lot size, followed by location, and then time. 








from 1984 to 2004. Davis and Palumbo (2007) estimate that land appreciated 204% while the 


structure appreciated 19%. This level of land appreciation is consistent with the estimates from the 


national-level transaction based land price index of Sirmans and Slade (2012) and the MSA-level 


transaction based land price index of Nichols, Oliner and Mulhall (2013). Bostic, Longhofer and 


Redfearn (2006) investigate the relationship between land leverage and land taxation regimes. The 


study finds that the growth in land values is more volatile than growth in overall property value, 


which means that higher land leveraged metropolitan areas have higher overall property value 


growth volatility.3 In an earlier study, Dolde and Tirtiroglu (2002) investigate volatility shifts in 


regional house price changes and find that the vast majority of “volatility events” are purely 


regional, rather than national, in nature. Similarly, Miao, Ramchander and Simpson (2011) find 


linkages of returns and volatility within geographic regions. 


On a more local level, Bostic, Longhofer and Redfearn (2007) refer to the land leverage 


hypothesis when examine prices of land and improvement in Wichita, Kansas. Bostic Longhofer 


and Refearn highlights the importance of this property price decomposition for better 


understanding of prices of the real estate markets. Paciorek (2013) examines the relation between 


housing volatility and regulation of new housing supply. Paciorek illustrate how more regulation 


lowers the elasticity of new housing supply by increasing the lags in the permit process and adding 


to the cost of supplying new houses on the margin. These regulations anlong with geographic 


limitations lead to less investment, on average. Paciorek then links his findings to illustrate that 


stricter regulation combined with geographic limitations decrease the responsiveness of 


investment to demand shocks and hence amplify volatility in property prices. Kok, Monkkonen 


and Quigley (2014) also examined the effect of local land use regulations and find that they are 


                                                           
3 Haurin and Zhou (2010) provide an excellent summary of the determinants of house price volatility. 








closely linked to the value of houses sold. Focusing on the San Francisco Bay Area, the authors 


find this link to be particularly strong because regulations in that area are so pervasive and land 


values represent a large fraction of house values. 


 


Theory and Hypothesis Development 


In this section we develop hypotheses about the relationship between local amenities and 


home price volatility. We use a standard hedonic price model to derive predictions about volatility 


and risk-adjusted returns that arise from variation in macroeconomic fundamentals that might alter 


a household’s expectations of permanent income. Specifically, we show that (1) home price 


volatility is unambiguously greater in housing markets with more amenities, and (2) amenities 


have a theoretically ambiguous effect on risk-adjusted returns because of the tradeoff between the 


capitalization of growing amenity values in home prices as incomes rise, and the unambiguous 


increase in volatility due to amenities.  


Consider a typical formulation of the hedonic price equation: 


 


𝑙𝑛𝑃𝑖𝑡 = 𝜃0𝑡 + ∑ 𝜃𝑗𝑡 𝑋𝑖𝑗𝑡


𝐽


𝑗=1


+ 𝜃𝐴𝑡 𝐴𝑖 + 𝜖𝑖𝑡 


(I) 


where 𝑙𝑛𝑃𝑖𝑡 is the natural log of home prices in market i at time t, 𝑋𝑖𝑗𝑡 are a set of J home 


characteristics (e.g., square footage, lot size, etc.) and 𝐴𝑖  is the level of amenities that homebuyers 


have access to in that market. This can be considered, for example, an approximation to the locus 


of bid-ask tangency points in price-attribute space as shown by Rosen (1974) where 𝜖𝑖𝑡 captures 


approximation error and other iid unobserved local shocks to prices. The value of home 


characteristics in a market may vary over time to capture trends in physical property improvements 


or changes in valuation of those characteristics because of income or preferences, The level of 








amenities captures more stable variables like proximity to coastline and average climate and is 


therefore fixed. Notice, however, that we allow the coefficients to vary with time, which is a natural 


way to allow the contribution of each attribute in overall price to depend on time-varying 


macroeconomic conditions. In order to decompose the overall price volatility into a home-value 


component and an amenity component, define 𝐻𝑖𝑡 as the “base” price based on home 


characteristics only: 


 


𝑙𝑛𝐻𝑖𝑡 = 𝜃0𝑡 + ∑ 𝜃𝑗𝑡 𝑋𝑖𝑗𝑡


𝐽


𝑗=1


 


 


Consider the following process for base home price appreciation: 


𝑙𝑛𝐻𝑖𝑡 = 𝑙𝑛𝐻𝑖,𝑡−1 + 𝜇𝐻 + 𝜂𝐻𝑡 ,          𝜂𝐻𝑡 ~𝑖𝑖𝑑(0, 𝜎𝐻
2 ) 


Here we allow base home prices to grow at a stable average growth rate 𝜇𝐻 reflecting long-run 


macroeconomic or permanent income growth, subject to idiosyncratic short-run macroeconomic 


shocks 𝜂𝐻𝑡 . For simplicity, we restrict growth rates to be equal across local markets. Allowing 


market-specific growth by explicitly specifying processes for 𝜃0𝑡 , 𝜃𝑗𝑡 , and 𝑋𝑖𝑗𝑡 comes at the 


expense of unnecessary algebraic complexity without changing the qualitative results or providing 


any additional understanding of the intuition. In the present formulation, temporal variation in real 


estate prices is driven by purely macroeconomic changes. This allows us to isolate the relationship 


of amenities with price volatility. 


We can now rewrite (I) as the sum of the logged base price and the contribution of 


amenities: 


 𝑙𝑛𝑃𝑖𝑡 = 𝑙𝑛𝐻𝑖𝑡 + 𝜃𝐴𝑡 𝐴𝑖 + 𝜖𝑖𝑡 (I’) 


In this formulation, 𝜃𝐴𝑡  is a semi-elasticity which captures the percentage difference in a home’s 


value due to a difference in the level of local amenities. We consider two cases for the 𝜃𝐴𝑡   process: 








Case A: 𝜃𝐴𝑡 = 𝜇𝐴 + 𝜂𝐴𝑡 , 𝜂𝐴𝑡 ~𝑖𝑖𝑑(0, 𝜎𝐴
2). (IIA) 


Case B: 𝜃𝐴𝑡 = 𝜇𝐴 + 𝜃𝐴,𝑡−1 + 𝜂𝐴𝑡 , 𝜂𝐴𝑡 ~𝑖𝑖𝑑(0, 𝜎𝐴
2). (IIB) 


In Case A, we give this parameter a stationary distribution to capture the possibility that the 


proportional contribution of a local amenity to a home’s value is high during positive 


macroeconomic shocks and vice versa, and varies around a fixed mean. In Case B, we consider 


the case in which the amenity contribution increases as permanent incomes increase with economic 


growth. This second case implies that not only home prices, but home price appreciation is greater 


in areas with more amenities. 


The vector of annual shocks to base home values and amenity values 𝜼 = (𝜂𝐻𝑡 , 𝜂𝐴𝑡 )
𝑇 has 


the (2X2) covariance matrix 𝛀: 


𝛀 = [
𝜎𝐻


2 𝜎𝐴𝐻
𝜎𝐴𝐻 𝜎𝐴


2
] 


Where 𝜎𝐴𝐻 > 0 captures the possibility that both sources of temporal home price variation are 


driven by common macroeconomic or housing market shocks.  


Subtracting 𝑙𝑛𝑃𝑖,𝑡−1 from 𝑙𝑛𝑃𝑖𝑡, it is straightforward to obtain 


 
𝑙𝑛


𝑃𝑖𝑡
𝑃𝑖,𝑡−1


= 𝑙𝑛
𝐻𝑖𝑡


𝐻𝑖,𝑡−1
+ (𝜃𝐴𝑡 − 𝜃𝐴,𝑡−1)𝐴𝑖 + (𝜖𝑖𝑡 − 𝜖𝑖,𝑡−1) 


 


which we can rewrite as 


 𝑔𝑖𝑡𝑃 = 𝑔𝐻𝑡 + Δ𝜃𝐴𝑡 𝐴𝑖 + Δ𝜖𝑖𝑡 (III) 


where 𝑔𝑖𝑡𝑃 is the growth in actual home prices in market i and 𝑔𝐻𝑡 is the growth in base home 


prices between periods t-1 and t. We can show the effects of amenities on volatility and risk-


adjusted returns using either the straightforward calculation of volatility and the Sharpe Ratio, or 


by specifying a capital asset pricing model (CAPM) for residential real estate and examining the 


asset Beta (𝛽) and Jensen’s Alpha (𝛼) for market i relative to the U.S. housing price index. 








 


The Effect of Amenities on Home Price Volatility 


Taking the expectation of (III) in the two cases gives, 


Case A: 𝐸(𝑔𝑖𝑡𝑃 ) = 𝜇𝐻 (IVA) 


Case B: 𝐸(𝑔𝑖𝑡𝑃) = 𝜇𝐻 + 𝜇𝐴𝐴𝑖  (IVB) 


which will be used in the calculation of both volatility and the Beta (𝛽) for market i, and in the 


derivation of risk-adjusted returns. Taking the square root of the variance of (III) will provide an 


expression for how home price volatility is affected by the level of amenities. This expression is 


given by 


Case A: 
√𝑉𝑎𝑟(𝑔𝑖𝑡𝑃) = 𝜎𝑖𝑃 = √𝜎𝐻


2 + 2𝐴𝑖
2𝜎A


2 + 2𝐴𝑖 𝜎𝐴𝐻 + 2𝜎𝜖
2 


(VA) 


Case B: 
√𝑉𝑎𝑟(𝑔𝑖𝑡𝑃 ) = 𝜎𝑖𝑃 = √𝜎𝐻


2 + 𝐴𝑖
2𝜎A


2 + 2𝐴𝑖 𝜎𝐴𝐻 + 2𝜎𝜖
2 


(VB) 


In both cases this will be an unambiguously positive function of amenities as long as the home-


attribute valuation and amenity valuation drivers do not systematically move in opposite 


directions. This is unlikely because these drivers are common macroeconomic shocks, so the 


covariance term under the radical will be nonnegative.  


The CAPM for residential real estate, explained in more detail in the Methodology section, 


can be thought of as a regression of housing price growth in an individual market on growth in the 


U.S. Housing Price Index, as in 


𝑔𝑖𝑡𝑃 = 𝛼𝑖 + 𝛽𝑖 𝑔𝑡𝑃 + 𝜈𝑖𝑡  


Where 𝑔𝑡𝑃  is the growth in the U.S. Housing Price Index, and 𝜈𝑖𝑡 is a mean-zero regression error. 


Because  𝑔𝑡𝑃   is the growth in an index that summarizes prices across all markets, we can write it 


as  








𝑔𝑡𝑃 = 𝑔𝐻𝑡 + Δ𝜃𝐴𝑡 �̅� + Δ𝜖�̅� 


The Beta for housing assets in market i is simply 𝛽𝑖 =
𝐶𝑜𝑣(𝑔𝑖𝑡𝑃,𝑔𝑡𝑃)


𝑉𝑎𝑟(𝑔𝑡𝑃)
, which in the two cases reduces 


to:  


Case A: 
𝛽𝑖 =


𝜎𝐻
2 + �̅�𝜎𝐴𝐻 + 𝐴𝑖 (𝜎𝐴𝐻 + 2�̅�𝜎𝐴


2) 


𝜎𝐻
2 + 2�̅�𝜎𝐴𝐻 + 2�̅�


2 𝜎𝐴
2


 
(VIA) 


Case B: 
𝛽𝑖 =


𝜎𝐻
2 + �̅�𝜎𝐴𝐻 + 𝐴𝑖 (𝜎𝐴𝐻 + �̅�𝜎𝐴


2) 


𝜎𝐻
2 + 2�̅�𝜎𝐴𝐻 + �̅�


2𝜎𝐴
2


 
(VIB) 


 


In either case, once again this is an unambiguously increasing function of amenities in 


market i. Hence, we hypothesize the following: 


H1: All other things equal, the magnitude of real estate price fluctuations (volatility) in a 


particular location and the amenity value associate with that location are positively related. 


 


The Effect of Amenities on Risk-Adjusted Returns 


Next we consider whether we should expect residential property investors to be 


compensated with greater risk-adjusted returns for the additional risks posed by the increased 


volatility, or whether we should expect homebuyers to accept additional risk for a given return in 


order to enjoy the amenity. We first evaluate this question using the Sharpe Ratio, followed by an 


examination of Jensen’s Alpha from the CAPM model. In our context the Sharpe Ratio can be 


written as  


 
𝑆𝑖𝑃 =


𝐸(𝑔𝑖𝑡𝑃)


𝜎𝑖𝑃
 


(VI) 


We have already seen that 𝜎𝑖𝑃 is an increasing function of amenities, and now we must show 


whether expected price growth is increasing in amenities by enough to offset the denominator. 








From (IVA), we know that in Case A the numerator of the Sharpe Ratio does not depend on 


amenities. Therefore, in this case risk-adjusted returns decline with amenities. This is intuitive for 


Case A because although amenities are a component of price levels, they do not contribute to home 


price appreciation and only add volatility to the behavior of prices over time.  


As we will show in the empirical section, however, U.S. home price appreciation is 


significantly positively related to amenities, suggesting that Case B may be more relevant 


empirically. We can see from (IVB) that home price appreciation and price levels increase with 


amenity levels. The question is now whether the effect of 𝜇𝐴 in appreciation outweighs the 


increased volatility in calculation of risk-adjusted returns. Using the chain rule,   


 𝑑𝑆𝑃
𝑑𝐴𝑖


=
𝜇𝐴𝜎𝑖𝑃 −


1
2
𝑆𝑖𝑃 (2𝐴𝑖 𝜎𝐴


2 + 𝜎𝐴𝐻 )


𝜎𝑖𝑃
2


 
(VII) 


The sign of this expression hinges on a mean-variance tradeoff in the amenity contribution to the 


overall home price process. It can be shown using (VB) and (VI) that the sign is more likely to be 


positive when 𝜇𝐴 is large relative to 𝜇𝐻, 𝜎𝐴
2 is relatively small, and 𝜎𝐻


2 is relatively large. In other 


words, if the amenity contribution to price growth has a low variance but a high mean relative to 


the appreciation in base prices, then risk-adjusted returns are more likely to be higher in markets 


with high amenities. Likewise, if base home price appreciation has relatively low variance, adding 


additional volatility from amenities without much additional price appreciation to accompany it 


can drive down risk-adjusted returns.  


A similar mean-variance tradeoff arises in Jensen’s Alpha, although because Jensen’s 


Alpha for a single market is measured relative to the broader U.S. residential real estate market, 


whereas the Sharpe Ratio is an absolute measure, the two quantities need not produce the same 


outcome. In our context Jensen’s Alpha is defined as  


𝛼𝑖 = 𝐸(𝑔𝑖𝑡𝑃 ) − 𝛽𝑖 𝐸(𝑔𝑡𝑃 ) 








In Case A, this collapses to 𝛼𝑖 = (1 − 𝛽𝑖 )𝜇𝐻, which is unambiguously decreasing in amenities as 


𝛽𝑖 increases in amenities, again because in Case A amenities do not affect raw home price returns.  


 In Case B, amenities contribute to housing price appreciation directly in addition to adding 


to volatility. This a tradeoff in Jensen’s Alpha is  


𝛼𝑖 = 𝜇𝐻 + 𝜇𝐴𝐴𝑖 − 𝛽𝑖 (𝜇𝐻 + 𝜇𝐴�̅�) 


Taking the derivative with respect to 𝐴𝑖  and simplifying yields 


 𝑑𝛼𝑖
𝑑𝐴𝑖


=
𝜇𝐴(𝜎𝐻


2 + �̅�𝜎𝐴𝐻 ) − 𝜇𝐻 (𝜎𝐴𝐻 + �̅�𝜎𝐴
2)


𝜎𝐻
2 + 2�̅�𝜎𝐴𝐻 + �̅�


2𝜎𝐴
2


 
(VIII) 


Similar to the Sharpe Ratio, equation (VIII) shows that if amenities make a low-mean and high-


variance contribution to price appreciation, relative to the mean and variance of base price 


appreciation, then risk adjusted returns will be lower in cities with high amenity values (and vice 


versa). Unlike the Sharpe Ratio, however, because Alpha is a relative measure, the sign of (VIII) 


also depends on the broader U.S. market average amenity contribution to growth �̅�. In particular, 


if �̅� is relatively large then the volatility of amenity values 𝜎𝐴
2 has a bigger negative effect on 


returns in market i relative to the broader market. In other words, if amenities are a large share of 


overall market growth (rather than in just a few individual markets), then volatility in amenity 


values take a bigger toll on risk-adjusted returns. In the remainder of the paper we evaluate each 


of these relationships empirically. 


 


Data 


 We construct the dataset analyzed in this paper from a few different sources. The dependent 


variable in this study is a measure of housing price volatility in different Metropolitan Statistical 


Areas (MSAs) across the US. This variable is calculated (as we describe in the methodology 


section) from the series of Housing Price Index (HPI) that are published by the Federal Housing 








Finance Agency (FHFA). The FHFA publishes an HPI for just over 400 MSAs with quarterly 


frequency beginning as early as the first quarter of 1975 for some MSAs. We take advantage of 


the length of these series and examine the Q1 1975 through Q3 2013 time period in this study. The 


HPI for each MSA is also used in order to calculate the rate of housing appreciation and 


segmentation of the data into up and down pricing trend periods.   


Our main independent variables of interest are the values associated with the 


metropolitans’ total amenity value, which are extracted from Albouy (2009). In Albouy (2009) the 


author also estimates values for the quality of life and trade-productivity, which are included in 


the estimation of the total amenity values. Albouy estimates these values for 241 MSAs across the 


US.4 Table 1 reports these values for the top and bottom five metro areas in terms of total amenities, 


quality of life and trade productivity in order to give the reader a sense for these values.5 The San 


Francisco-Oakland-San Jose MSA is topping the list with total amenity value of 0.323 while 


McAllen-Edinburg-Mission is at the bottom of the list with a total amenity value of -0.225. 


Additionally, Table 1 shows that MSAs with high amenity value are also associate with high trade-


productivity and quality of life values and vice versa. This is not surprising given that Albouy 


constructs the total amenity value from the trade-productivity and quality of life values. Because 


our study focuses on the relation between housing price volatility and amenity values rather than 


the establishment of these values, we employs Albouy’s estimates at their face value without 


making an attempt to improve, change or challenge them. For brevity, we also don’t discuss the 


                                                           
4 Glaser, Saiz and Summers (2008) use amenity variables (individual measures, not index-based) to control for housing 
demand in models of house price appreciation and construction permits. The authors note that while these variables 


don’t change over time, demand for them might have, so they provide a natural way of controlling for changes in 


demand.  
5 A full list of the 241 metropolitans and their respective amenity, trade-productivity and quality of life values can be 
found in Albouy (2009). 








methodology used in Albouy (2009) to estimate these values and interested readers are encouraged 


to refer to the original paper. 


 Albouy (2009) notes that other directly observed variables that are used in the literature in 


order to characterize and distinguish between different locations are associated with overall 


amenity value. Therefore, we make an effort to collect some of the commonly used area 


characteristics to determine whether Albouy’s estimates are superior proxies when explaining 


housing price volatilities. These area characteristics include land supply elasticity, education, 


weather and proximity to recreational water. 


A widely used measure for land availability is the land supply elasticity (LSE) measure by 


Albert Saiz. Originally, Saiz (2010) published LSE estimates for 95 large US cities, but since then 


Saiz expanded the availability of the estimates to 269 US cities.6 These values range between 0.60 


and 12.14 for Miami, FL where available land is scarce and for Pine Bluff, AR where available 


land is plentiful, respectively. Since Saiz’s measures are available at the city rather than the MSA 


level, we use a weighted average that is based on cities population to construct a LSE value for the 


MSAs in our sample. We refer to the United States Census Bureau for statistics on cities’ 


population and record the 2010 population estimate for each city in our dataset. 


 Values for cities’ education level are also extracted from the Census Bureau and are based 


on 5-year estimates of the American Community Survey. Specifically, we use the percentage of 


the population over the age of 25 with a Bachelor degree or higher as our education proxy. Increase 


in the supply of college graduates increases local wages directly and indirectly via a spillover effect 


                                                           
6 Glaeser and Gyourko (2003), Glaeser, Gyourko and Saks (2005), Saiz (2010), Paciorek (2013), and Kok, Monkkonen 
and Quigley (2014) collectively find that inelastic land supply and zoning restrictions and regulation (measured as 


lags in the permit process, increasing the number of permit reviews) in urban areas amplify house price volatility by 


creating scarcity, increasing the time to develop and adding costs of supplying new houses. Grimes and Aitken (2010) 


show that this effect is not domestic in nature when exploring housing price dynamics in New Zealand. 








that impacts the wages of local non-college graduates (Moretti (2004) and Rosenthal and Strange 


(2008), for example). For general weather information we first refer to the National Oceanic 


Atmospheric as a source7 from which we gather the value for the average percentage of sunshine 


per day in each city included in our database. Unfortunately, the NOAA only provides estimates 


of this value for 115 of the 238 MSAs in our sample. As alternative weather proxies that are 


available for more MSAs we use the annual precipitation in inches and a heating- and cooling- 


degree-days measure, which reflects the variability in temperatures from a defined base8. For these 


values we refer to Weather Base and Weather Data Depot, respectively, which compile these 


measures from the National Climatic Data Center. Finally, we create an ocean or Great Lakes 


dummy indicator that equals to 1 if a city is located within 70 or 40 miles distance from a shore of 


an ocean or one of the Great Lakes, respectively. Table 2 provides summary statistics of the MSAs’ 


characteristics included in our dataset. 


 Table 3 reports the Spearman and Pearson correlation coefficients between the land share 


values employed in Davis and Palumbo (2007), Saiz’s supply elasticity values and the amenities 


values used in this study as well as their components (quality of life and trade productivity). The 


land share values are only available for 46 cities, which is relatively small subset of the 241 cities 


for which we have amenity, quality and productivity values.9 The correlations between the Land 


Share and Amenities values are high (80% and 83.7% for the Spearman and Pearson, respectively) 


and statistically significant. The correlations between the Land Share values and each of the 


components of the Amenities values independently, while somewhat lower, is still high and 


                                                           
7 NOAA satellites and information Comparative Climate Data: 


http://ols.nndc.noaa.gov/plolstore/plsql/olstore.prodspecific  
8 Heating and cooling degree days are calculated using the year 2010 and 60 degree Fahrenheit as the base.  
9 We use the time series average land share value for each of the 46 cities in order to calculate these correlation. The 


average land share value is based on the Q4:1984 to Q1:2014 time period.    




http://ols.nndc.noaa.gov/plolstore/plsql/olstore.prodspecific







statistically significant. Recognizing the high correlation between the Land Share and Amenities 


values allows us to link our results to the land leverage hypothesis already established in the 


literature. Additionally, Table 3 illustrates that the correlation between the land share and elasticity 


values is very similar to the correlation between the amenities and elasticity values (Pearson 


correlation of -0.566 vs. -0.561, for example). Given the relevancy of the land supply elasticity to 


the land value literature, these similar correlation values further highlights the validity of amenity 


values as a proxy for land share. 


 


Methodology 


Measuring Housing Price Volatility: 


 Two commonly used methodologies are employed in this paper in order to measure 


housing prices volatility across the MSAs included in our sample. The first measure for price 


volatility is the standard deviation of the returns associated with the HPI series for each of housing 


prices. Our standard deviation measure is based on the inflation adjusted returns from the HPI 


series and using a 1-year (4 quarters) rolling window. 


 Our second approach for measuring housing price volatility captures the sensitivity of 


housing price changes in each MSA to changes in housing prices in the broad US market. This 


measure is similar to the Beta (β) often used in the finance literature as a measure for the systematic 


risk associated with individual stocks. Specifically, we regress the quarterly returns of each MSA 


in our sample (𝑄𝑅𝑀𝑆𝐴𝑖,𝑡 ) using its HPI series on the quarterly returns calculated from the HPI series 


for the US as a whole (𝑄𝑅𝑈𝑆𝐴) as per equation (1): 


     𝑄𝑅𝑀𝑆𝐴𝑖,𝑡 = 𝛼𝑖 + 𝛽𝑖 𝑄𝑅𝑈𝑆𝐴𝑡     (1)     


Where the 𝛽𝑖 coefficient is the volatility measure for MSA i. 








For robustness, we calculate both measures of housing price volatility for the full time 


period during which the HPI series of each MSA is available10 as well as for seven predefined sub 


periods of our sample. We pre-defined these seven sub periods based on inflation adjusted “up” 


and “down” markets so that the cutoffs between these periods are the peaks and troughs in the real 


prices of the broad US housing market. Panel A of Figure 1 displays the inflation adjusted HPI 


series for the US that spans the Q1 1975 to Q3 2013 time period along with the segmentations of 


the seven sub periods within. The sub periods of our sample are the following:  


1. Q1 1975 – Q1 1979 – 1st up market 


2. Q2 1979 – Q3 1982 – 1st down market  


3. Q4 1982 – Q3 1989 – 2nd up market  


4. Q4 1989 – Q1 1995 – 2nd down market  


5. Q2 1995 – Q4 2006 – 3rd up market  


6. Q1 2007 – Q2 2012 – 3rd down market 


7. Q3 2012 – Q3 2013 – 4th up market      


The segmentation of the data into these sub periods allows us to measure the volatility of 


housing prices during “up” and “down” markets and examine whether the correlation between the 


MSAs’ housing price volatility and labor productivity or amenity values is symmetric during 


periods of general up and down housing price trends.11 


 Panel B of Figure 1 displays the inflation adjusted housing price trends in two selected 


MSAs for which we observed relatively high (Stockton, CA) and relatively low (Louisville, KY) 


                                                           
10 While the HPI is available for the US as a whole as well as for some MSAs from the 1st quarter of 1975, the HPI 


series begins at some later date for other MSAs.  
11 Given that the HPI series becomes available at a different time for each MSA, it is possible that the beta we 


calculated for MSAs for the first sub period they enters our sample is extreme due to a short time period during which 


it is calculated. To attenuate the effect of this issue on our analysis we exclude the betas calculations for MSAs in the 


sub period in which they enter our sample, if it falls within the top or bottom 5% of our betas for that sub period.     








price volatility. The purpose of this panel is to visually highlight the variability in price volatility 


across our sample of MSAs. 


 


Housing Price Volatility and Amenities: 


 A regression analysis is used in order to determine the relation between housing price 


volatility and total amenity values. We begin with a simple regression where the measured housing 


price volatility for each MSA (𝐻𝑃𝑉𝑀𝑆𝐴) is the dependent variable (measured either in standard 


deviation or with beta) and quality of life (Quality) and trade-productivity (Productivity) or total 


amenity value (Amenity) serve as the independent variables. Because Albouy’s quality of life and 


trade-productivity measures are both used in order to derive the total amenity value (and therefore 


highly correlated), we make sure that we either include the former two measures or the later one 


in our regressions, but not all three simultaneously. 


𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖    (2.1) 


𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖       (2.2) 


 We next include additional MSAs characteristics in the regression in order examine the 


extent to which Albouy’s measures are able to explain housing price volatility above and beyond 


other observed characteristics. 


 𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝛿𝑖,𝑗 𝑋𝑖,𝑗
𝑘
𝑗=1    (3.1) 


𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝛿𝑖,𝑗 𝑋𝑖,𝑗
𝑘
𝑗=1       (3.2) 


where X is a vector of each MSA characteristics, which includes some or all of the following: the 


natural log of the population (Population), our education measure (Education), heating degree 


days in thousands (HDD), cooling degree days in thousands (CDD), average percentage of 








sunshine (Sunshine), precipitation in inches (Precipitation), our dummy variable for coast or the 


Great Lakes (Coastal/Lakes) and Saiz’s land supply elasticity measure (LSE). 


 Given the possibility that different regions within the US include a cluster of higher or 


lower volatility MSAs, we introduce regions control dummy into our regressions. Specifically, we 


use the classification for 4 regions or 9 sub regions from the U.S. Census of Bureau.  


 𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1    (4.1) 


𝐻𝑃𝑉𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1       (4.2) 


where Y is a vector of dummies for either 3 regions or 8 sub regions, leaving the Northeast region 


or the New England sub region as the omitted variable, respectively. 


 For robustness, we repeat the previous regression specifications for up- and down-trending 


housing price periods separately. This “up” and “down” market segregation allows us to determine 


whether the relation we observe between housing price volatility and amenities exists regardless 


of the general direction in which housing prices are heading or driven by a particular housing price 


trend. In order to capture housing price volatility during the up- and down-trending periods of our 


sample we calculate a volatility value for every MSA in our sample during each trend and use 


these values as the dependent variable in our regressions. To do so, we first use our beta and 


standard deviation methodologies to calculate a volatility value for every MSA during each of our 


predefined seven sub periods. We then average12 the values from periods 1, 3, 5 and 7 and 2, 4, 


and 6 to create an up- and down-trending volatility measure for every MSA, respectively. 


 


 


                                                           
12 We use both simple average and a weighted average that is based on the length of each sub period available for each 


MSA. The results using these two different approaches are qualitatively identical. 








Housing Price Performance and Amenity values: 


 To determine the extent to which amenity values are related to housing price appreciation 


we investigate the raw real (inflation adjusted) rate of price appreciation as well as risk-adjusted 


appreciation rate. We employ the following regressions in order to determine whether housing 


appreciation is, on average, positively or negatively related to the amenity value of the MSA in 


which they are located: 


𝐻𝑃𝐴𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1    (5.1) 


𝐻𝑃𝐴𝑀𝑆𝐴𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1       (5.2) 


where 𝐻𝑃𝐴𝑀𝑆𝐴𝑖  is the average housing price appreciation rate in annual real terms in MSA i over 


the full sample period. We calculate housing price appreciation in real rather than nominal terms 


in order to avoid the possibility that the earlier segment of the data, during which inflation was 


higher compared with the later segment, would be overrepresented for non-housing related 


reasons. 


 To examine the relation between MSA amenity values and the risk-adjusted price 


appreciation of housing, we employ two measures of risk-adjusted return. The first measure is the 


alpha estimation for each MSA from equation (1). This risk-adjusted measure is analogous to the 


Jensen Alpha that is commonly used as the risk-adjusted return for individual securities in the 


finance literature. The alpha estimations are then regressed on the amenity variables. 


𝛼𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1    (6.1) 


𝛼𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1       (6.2) 


The second risk-adjusted price appreciation measure is the ratio between the standard deviation of 


housing price appreciation and housing price appreciation for each MSA in our sample. This 








measure resembles the Sharpe ratio that is commonly used in the finance literature. Similar to 


equation (6) we regress the Sharpe ratio of each MSA (𝑆𝑅𝑖) on the amenity variables.  


𝑆𝑅𝑖 = 𝜇0 + 𝜇1𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + 𝜇2𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1    (7.1) 


𝑆𝑅𝑖 = 𝜇0 + 𝜇3𝐴𝑚𝑒𝑛𝑖𝑡𝑦𝑀𝑆𝐴𝑖 + ∑ 𝜃𝑖,𝑗 𝑌𝑖,𝑗
𝑘
𝑗=1       (7.2) 


It is important to note that while Jensen alpha and Sharpe ratio are both valid and widely 


acceptable risk-adjusted return measures, they are fundamentally different. Jensen alpha captures 


the excess return of each MSA while taking into consideration the risk associated with each MSA 


relative to the overall market. On the other hand, the Sharpe ratio is an absolute measure, which 


isn’t calculated with respect the overall market. Hence, it is possible that the regression coefficients 


from equations (6) and (7) would not carry a consistent sign.  


 


Results 


Volatility and Amenities  


 Table 4 reports the results from regression specifications (2) and (3). The standard 


deviation volatility measure is the dependent variable in columns (1) through (4) and the beta 


volatility measure is the dependent variable in columns (5) through (8). The positive and 


statistically significant coefficients of the Quality and Productivity variables in column (1) indicate 


that housing price volatility is higher in areas associated with higher quality of life or trade-


productivity. Similarly, the positive statistically significant coefficient of the Amenity variable in 


column (2) indicates that areas with higher amenity value experience higher price volatility. 


Columns (3) and (4) provide additional evidence that the positive relations between volatility and 


the measures for Quality, Productivity and Amenity remain statistically significant even after 


controlling for a few directly observed area characteristics that would signal about the desirability 








of each location and its land supply constraints. These directly observed characteristics provide 


additional explanatory power to the regressions and enhance the adjusted R^2 values from about 


36% to 63%.      


 The results reported in columns (5) through (8) are qualitative similar to the results 


observed in columns (1) through (4). The similarity in the results suggests that the method of 


measuring housing price volatility does not play a major rule when the relation between level of 


volatility and the amenities is gauged. The signs of the additional directly observed characteristics 


also remain stable across the different specification. However, it appears that the adjusted R^2 in 


the regressions that employ Beta as a volatility measure is somewhat lower than the regressions 


that use standard deviation as a volatility measure. Panels A and B of Figure 2 visually illustrate 


the relationship between housing volatility measured either by standard deviation (Panel A) or 


Beta (Panel B) and the amenity values of the MSAs. These panels demonstrate that the relations 


between housing price volatility and amenity, presented in Table 4, are reliable across the majority 


of the observations in the sample and are not driven by a small segment of the data or a few outliers. 


Generally speaking, Table 4 and Figure 2 provide evidence that housing price volatility is 


higher in more attractive MSAs. These results are consistent with the hypothesis presented in our 


theoretical section. Moreover, our empirical results are in line with the land leverage hypothesis 


presented by Bostic, Longhofer and Redfrean (2007), since higher amenity values are associated 


with higher land share values.  


 Table 5 reports the results from regression specifications (4.1) and (4.2), which control for 


geographical regions. As in Table 4, columns (1) through (4) and (5) through (8) use standard 


deviation and Beta, respectively, as the measure for housing price volatility. Columns (1), (2), (5) 


and (6) use the U.S. Census definition for the 4 major regions as region controls and columns (3), 








(4), (7) and (8) use the Census definition for the 9 sub regions. In all the columns reported within 


the table, the coefficient of Amenity or Quality and Productivity is positive and statistically 


significant. These results solidify our findings manifested in Table 4 and suggest that the positive 


relation between amenity values and housing price volatility areas is not due to specific regional 


area. With that said, the negative coefficient of the Midwest variable and the positive coefficient 


of the West variable (both statistically significant when standard deviation is used as a volatility 


measure) indicate that overall volatility is lower in the Midwest and higher in the West even once 


amenity values are accounted for. 


 Panels A through D of Figure 3 illustrate the relation between Amenity and housing price 


volatility in each of the four US Census regions. Each panel includes a fitted value line for the 


region as well as a fitted line for the US as a whole. These panels show that the positive correlation 


between housing price volatility and amenity value exists in each of the four regions. However, it 


appears that the relation between amenity values and volatility is generally less pronounced in the 


Midwest and the West, as it is evident by the steepness of their fitted values relative to the steepness 


of the full sample fitted value line. 


 While, on average, higher housing price volatility appears to take place in areas with higher 


amenity value and vice versa, it is possible that this positive relation between volatility and amenity 


is driven mostly by periods of particular market price trend. Given that high volatility during a 


general downtrend in housing prices (severe price declines) is more concerning than high volatility 


during a general uptrend trend in housing prices (sharp price increases) the symmetry in the 


relation between volatility and amenity should be explored. 


Table 6 show the results from specifications (2.1) and (2.2) when the dependent variable 


captures housing price volatility either during the “up” or “down” market periods included in our 








sample. A glance at the table reveals that the coefficients of the Quality and Productivity or 


Amenity variables are positive and statistically significant in each of the eight columns included in 


the table. Moreover, when the coefficients from the uptrend periods (columns (1) and (2), for 


example) are compared with those from the downtrend periods (columns (3) and (4), for example) 


their magnitude is very similar. These results suggest that positive relation between price volatility 


and amenity values, which was documented in the previous tables, also exhibits high level of 


symmetry. 


 


Performance and Amenities 


 In traditional financial markets, assets that are paired with higher rate of return expectations 


are often accompanied by higher levels of risk. Recall from our Theory and Hypothesis 


Development section that we consider a case where amenity contribution increases as permanent 


incomes increase with economic growth. Under this likely case home price appreciation over time 


will be higher in areas with greater levels of amenities. On the other hand, we receive ambiguous 


results when we theoretically examine the relation between amenities and risk-adjusted price 


appreciation.  


Table 7 displays the results from our price performance analysis. Columns (1) and (2) 


report the results from specifications (5.1) and (5.2), which examine the relation between housing 


amenities and raw rates of real housing price appreciation. In these columns the coefficients of the 


Quality and Productivity or Amenity variables are all positive and statistically significant. These 


results are consistent with our theoretical prediction and imply that, when risk is not considered, 


housing price appreciation is higher in areas with higher amenity value and vice versa. Columns 


(3) though (6) report the relation between amenities and risk-adjusted price appreciation measured 








with Alpha (columns (3) and (4)) or with Sharpe ratio (columns (5) and (6)) as per equations (6) 


and (7), respectively. As with our theoretical prediction, these empirical results are also 


ambiguous. When Alpha is employed as the measure of risk-adjusted price appreciation, the 


observed relation is marginally negative with some statistical significance. However, when risk-


adjusted return is measured with the Sharpe ratio the observed relation is positive and statistically 


significant.  


Figure 4 provides a graphical illustration of the relation between amenity levels and 


housing real returns on a raw and risk-adjusted basis. Consistent with the results reported in Table 


7, the panels of Figure 4 show positive relation between real returns and amenities, negative 


relation between Alpha and amenities and positive relation between Sharpe ratio and amenities. 


The panels included in Figure 4 also provide evidence that these relations are relatively consistent 


throughout the sample and not driven by a handful of extreme observations.  


 


Quintile Analysis 


 As an additional robustness test we examine the relation between local amenities and risk, 


returns and risk-adjusted return within subsamples of our dataset. Specifically, we segment the 


MSAs included in our dataset into quintiles based on their total amenity values. We then measure 


the average risk and return values within each quintile over the full time period as well as during  


our previously defined up and down markets. This type of analysis allows us to better determine 


whether monotonous trends in the relation between amenities and price performance can be 


observed. 


 Table 8 reports the results of our quintile analysis. Consistent with the results we previously 


present in this paper, housing price appreciation in real terms (real returns), housing price volatility 








(measured by Beta or Standard Deviation) and the Sharpe ratio of housing are increasing with the 


level of local amenities. Also consistent with our previous results, the Alpha of housing is 


decreasing with the level of housing amenities. For each of these five measures the increase or 


decrease from the low (quintile 1) to the high quintile (quintile 5) of amenities is mostly 


monotonous. Moreover, the difference between our housing performance measures and amenities 


is statistically significant at the 1% level. Additionally, the differences between the levels of these 


measures when comparing quintile 1 to quintile 5 all (with the exception of Alpha during up 


markets) carry their expected sign and are keep their statistical significance. 


The monotonous change in the average values of our risk, return and risk adjusted return 


measures across quintiles provides evidence that the general relation we observe between 


amenities and housing price changes holds for subsets of the data regardless of the direction of the 


overall market. Overall, Table 8 strengthens the validity of the general results presented in this 


paper and showcases their robustness.       


 


Conclusion 


 This paper utilizes previously estimated values for local amenities in order to determine 


the relation between the level of amenities observed in different location and housing price 


volatility and rate of appreciation in these locations. We document that amenity levels are 


positively related to housing price volatility as well as to raw rates of price appreciation. When 


risk is considered, however, amenities are positively related to risk-adjusted rate of appreciation 


when measured in absolute terms (Sharpe ratio), but negatively related to risk-adjusted price 


appreciation when measured in relative terms (Alpha). Overall, our empirical results are consistent 








with our theoretical model that predicts higher volatility and price appreciation in areas associated 


with more amenities and ambiguity with respect the risk adjusted returns. 


Previous research provide evidence for higher housing price volatility in selected large 


cities due to a land leverage effect (Nichols, Oliner and Mulhall (2013)). Our research makes an 


important contribution to the existing literature by applying land value proxies in order to provide 


a much broader empirical evidence to the elevated housing price volatility in more attractive 


locations. Moreover, by using a broader set of locations, we are also able to examine the extent to 


which housing price appreciation is related to locations’ amenity values, which to our knowledge, 


was never examined in much detail previously. 
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Figure 1. House Prices and Volatility 
 


 


Panel A: US Inflation-Adjusted Housing Price Index Q1 1975 – Q3 2013 


 
 Note: dotted lines indicate divisions between the up and down markets in this study 


 


Panel B: Inflation-Adjusted Housing Price Index in Selected MSAs 
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Figure 2. Volatility and amenity values 
 


 


 
 








Figure 3: Housing volatilities vs. amenities (by region) 
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Figure 4. Housing returns vs. amenities 
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Table 1. Quality of life, trade-productivity and amenity values for selected MSAs  


    Total 
Amenities 


  


 Quality of Life 


  Trade 


Productivity 


Metropolitan area Value Rank  Value Rank  Value Rank 


         


Total Amenities:  Top 5 metro areas         


San Francisco-Oakland-San Jose, CA 0.323 1  0.138 3  0.289 1 


Santa Barbara-Santa Maria-Lompoc, CA 0.255 2  0.176 2  0.125 7 


Honolulu, HI 0.24 3  0.204 1  0.057 22 


Salinas (Monterey-Carmel), CA 0.229 4  0.137 4  0.144 4 


San Diego, CA 0.185 5  0.123 7  0.098 11 


         


Total Amenities : Bottom  5 metro areas        


Joplin, MO -0.168 261  -0.011 118  -0.246 272 


Fort Smith, AR-OK -0.169 262  -0.045 206  -0.194 255 


Johnstown, PA -0.191 272  -0.062 250  -0.201 258 


Brownsville-Harlingen-San Benito, TX -0.198 274  -0.057 238  -0.221 267 


McAllen-Edinburg-Mission, TX -0.225 276  -0.079 272  -0.228 270 


         


Quality of Life:  Top 5 metro areas         


Honolulu, HI 0.24 3  0.204 1  0.057 22 


Santa Barbara-Santa Maria-Lompoc, CA 0.255 2  0.176 2  0.125 7 


San Francisco-Oakland-San Jose, CA 0.323 1  0.138 3  0.289 1 


Salinas (Monterey-Carmel), CA 0.229 4  0.137 4  0.144 4 


Santa Fe, NM 0.116 12  0.127 5  -0.017 60 


         


Quality of Life:  Bottom 5 metro areas         


Saginaw-Bay City-Midland, MI -0.096 168  -0.074 270  -0.035 75 


McAllen-Edinburg-Mission, TX -0.225 276  -0.079 272  -0.228 270 


Decatur, IL -0.14 232  -0.089 274  -0.08 118 


Beaumont-Port Arthur, TX -0.153 253  -0.108 275  -0.07 107 


Kokomo, IN -0.091 158  -0.11 276  0.029 33 


         


Trade Productivity:  Top 5 metro areas        


San Francisco-Oakland-San Jose, CA 0.323 1  0.138 3  0.289 1 


New York, N.New Jersey, Long Island 0.163 8  0.029 51  0.209 2 


Los Angeles-Riverside-Orange Co., CA 0.177 6  0.081 14  0.15 3 


Salinas (Monterey-Carmel), CA 0.229 4  0.137 4  0.144 4 


Chicago-Gary-Kenosha, IL-IN-WI 0.089 15  0.005 80  0.131 5 


         


Trade Productivity:  Bottom 5 metro areas        


Brownsville-Harlingen-San Benito, TX -0.198 274  -0.057 238  -0.221 267 


Abilene, TX -0.139 231  0.004 83  -0.223 268 


Wichita Falls, TX -0.152 251  -0.008 102  -0.226 269 


McAllen-Edinburg-Mission, TX -0.225 276  -0.079 272  -0.228 270 


Joplin, MO -0.168 261  -0.011 118  -0.246 272 


 


Note: This table illustrates the variation in amenity values across MSAs, and is a sub-set of the data from 


Table A1 of Albouy (2009). 








Table 2. Summary statistics 


Variables    Mean   STD    Min   Max      Obs. 
      


House price returns      


Total return: over sample period1 1.11 .365  .628 3.72 238 


Total return: annual average .024 .006  .014 .042 238 


Real return: annual average  .003 .008 -.013 .036 238 


      


House price volatility      


Standard deviation (annual) .052 .025 .016 .131 238 


Beta (quarter) .846 .525 .099 2.71 238 


      


Albouy measures      


Quality (quality of life) -.007 .049 -.117 .178 238 


Productivity (trade productivity) -.064 .084 -.246 .285 238 


Amenity (total amenities) -.048 .082 -.229 .315 238 


Heating Days (heating degree days) 3,160 1,727 0 8,194 237 


Cooling Days (cooling degree days) 2,690 1,341 10 6,487 237 


Precipitation (annual rainfall, inches) 37 14 3 66 238 


Coast (coastal/great lakes, 1/0) .328 .471 0 1 238 


      


Census measures (year 2000)      


Population 928,577 2,080,520 101,541 21,000,000 238 


Education (% bachelor degree 25+)  .279 .098 .053 .642 238 


Income (median household income) 48,736 7,657 31,264 85,660 238 


       


Saiz (2010) measure       


Elasticity (land supply elasticity) 2   2.57 1.36 .62 7.94 208 


       


Davis and Palumbo (2007) measure       


Land Share (%, land value/total value)   .358 .180 .093 .821 40 


       


Note: 1) The sample is an unbalanced panel dataset. Sample time frame has an average of 125 quarters (72 


min, 153 max) per MSA from 1975 to 2013. 2) Although Saiz (2010) covers 95 MSAs/NECMAs, we infer 


elasticities for smaller geographic areas in our sample that comprise those metropolitan areas based on a 


weighted average of population. 


 


 


 








Table 3. Correlation matrix 


 Land Share Amenities  Quality Productivity Elasticity 


      


Land Share 1 .800*** .764*** .567*** -.598*** 
 


Amenities .837*** 1 .692*** .856*** -.619*** 
 


Quality .815*** .771*** 1 .288* -.699*** 
 


Productivity .635*** .815*** .261*** 1 -.302** 
 


Elasticity -.566*** -.561*** -.414*** -.482*** 1 
 


Notes: The upper diagonal reports Spearman correlation coefficients. The bottom diagonal reports Pearson 


correlation coefficients. The symbols ***,**,* indicate statistical significance at the 1%, 5%, and 10% 


level, respectively. 
  








Table 4. Regression analysis: volatility, amenities and area characteristics 


  (1) (2) (3) (4) (5) (6) (7) (8) 


Variables Standard Deviation (total volatility)      Beta (systematic volatility) 


Quality 0.226***      0.101***  4.131***  2.073***  


 [8.34]  [2.89]  [6.82]  [2.43]  


Productivity 0.094***  0.042  1.966***  1.692***  


 [5.97]  [1.57]  [5.59]  [2.63]  


Amenity  0.183***  0.088***   3.564***  2.307*** 


    [11.67]   [2.93]   [10.18]   [3.16] 


Population   -0.004** -0.005**    -0.097*** -0.088*** 


   [-2.83] [-3.76]    [-2.65] [-2.79] 


Education   -0.054*** -0.051***    -1.019*** -1.076*** 


   [-4.10] [-4.08]    [-3.15] [-3.54] 


Heating Days   -0.000*** -0.000***    -0.000*** -0.000*** 


   [-4.73] [-4.74]    [-2.98] [-2.96] 


Cooling Days     -0.000 -0.000    0.000 0.000 


   [0.21] [-0.12]    [0.45] [0.42] 


Precipitation   -0.000*** -0.000***    -0.007*** -0.007*** 


   [-4.61] [-4.66]    [-3.18] [-3.16] 


Coastal/Lakes   0.005* 0.005*    .083 0.082 


   [1.85] [1.84]    [1.22] [1.21] 


ln(Income)   .044*** 0.041***   0.463 0.506 


   [3.19] [3.09]   [1.37] [1.56] 


Elasticity   -0.004*** -0.004***    -.103*** -0.101*** 


   [-3.87] [-4.02]    [-3.98] [-3.95] 


Constant 0.059*** 0.060*** -0.304** 0.263* 1.002*** 1.018*** -1.690*** -2.281*** 


  [36.92] [40.61] [2.07] [-1.91] [27.95] [30.76] [-0.47] [-0.68] 


Obs. 238 238 207 207 238 238 207 207 


Adj. R^2 0.3699 0.3634 0.632 0.633 0.303 0.302 0.526 0.529 


 Notes: The symbols ***,**,* indicate statistical significance at the 1%, 5%, and 10% level, respectively. The observations decrease in 


Models (3, 4, 7 and 8) due to missing data for some of the independent variables.








Table 5. Regression analysis: volatility and amenities (with regional controls) 


  (1) (2) (3) (4) (5) (6) (7) (8) 


Variables               Standard Deviation (total volatility) Beta (systematic volatility) 


Quality  0.126***    0.0836***   2.451***   1.338**  


 [4.52]  [2.98]  [3.72]  [2.05]  


Productivity  0.085***    0.0697***   1.836***     1.505***  


 [5.55]  [4.50]  [5.05]  [4.18]  


Amenity  0.130***  0.098***     2.689***    1.913*** 


    [7.98]   [5.86]   [6.95]   [4.91] 


Midwest   -0.013***   -0.014***   -0.119 -0.119   


 [-3.40] [-3.41]   [-1.23] [-1.24]   


South 0.000 0.000   0.080 0.070   


 [0.06] [0.02]   [0.85] [0.77]   


West   0.018***   0.017***     0.378***   0.366***   


  [3.79] [3.86]     [3.44] [3.44]     


MA   -0.024*** -0.024***    -0.341* -0.332* 


   [-2.96]  [-2.94]    [-1.83] [-1.78] 


ENC   -0.033*** -0.033***    -0.396** -0.381** 


   [-4.38] [-4.34]    [-2.24] [-2.16] 


WNC   -0.032*** -0.034***    -0.425 -0.437 


   [-4.14] [-4.19]    [-2.28] [-2.35] 


SA   -0.013* -0.013*    0.042 0.016 


   [-1.67] [-1.78]    [0.24] [0.09] 


ESC   -0.031*** -0.032***    -0.366* -0.371* 


   [-3.71] [-3.73]    [-1.92] [-1.94] 


WSC   -0.022*** -0.023***    -0.474** -0.490*** 


   [-2.83] [-2.89]    [-2.59] [-2.69] 


MTN   -0.007 -0.007    0.073 0.040 


   [-0.80] [-0.91]    [0.39] [0.22] 


P   0.084 0.0076    0.4252 0.4203 


      [1.05] [1.01]     [1.55] [1.47] 


Constant 0.0584*** 0.0585*** 0.0758*** 0.0757*** 0.8830*** 0.8819*** 1.0596*** 1.0580*** 


  [16.64] [16.72] [11.2289] [11.2300] [9.8210] [9.8379] [6.0716] [6.0759] 


Obs. 238 238 238 238 238 238 238 238 


Adj R^2 0.497 0.499 0.547 0.548 0.369 0.372 0.456 0.455 


Note: The symbols ***,**,* indicate statistical significance at the 1%, 5%, and 10% level, respectively








Table 6. Regression analysis: volatility (by up and down market segmentation) 


  (1) (2) (3) (4) (5) (6) (7) (8) 


 Up Markets Down Markets Up Markets Down Markets 


Variables  Volatility (Standard Deviation) Volatility (Beta) 


Quality   0.186***   0.187***   4.980 ***    3.731***  


 [7.56]  [7.12]  [5.88]  [5.75]  


         


Productivity   0.057***    0.057***  0.882*    1.234***  


 [3.96]  [3.76]  [1.79]  [3.27]  


         


Amenity    0.134***    0.134***   3.050***    2.764*** 


    [9.30]   [8.79]   [6.15]   [7.32] 


         


Constant 0.049*** 0.051*** 0.051*** 0.053*** 1.031*** 1.09*** 1.06*** 1.09*** 


  [33.84] [37.33] [33.39] [36.83] [20.68] [23.26] [27.53] [30.44] 


         


Obs. 238 238 238 238 238 238 238 238 


Adj. R^2 0.282 0.265 0.259 0.243 0.158 0.134 0.190 0.182 


  Notes: The symbols ***,**,* indicate statistical significance at the 1%, 5%, and 10% level, respectively. Models (1, 2, 5, 


and 6) utilize observations from “up markets” (appreciating), while the other models utilize observations from down 


markets (depreciating).


  








Table 7. Regression analysis: returns and risk-adjusted returns 


  (1) (2)       (3) (4)        (5) (6) 


Variables  Real Returns (annual) Alpha (quarterly)    Sharpe Ratio (annual) 


Quality   0.078***  0.006    1.191***  


 [8.14]   [0.98]  [5.30]  


       


Productivity   0.011***  -0.009**     -0.085  


 [2.16]   [-2.43]  [-0.69]  


Amenity     0.044***      -0.005    0.445*** 


    [7.42]  [-1.26]   [3.21] 


       


Regional 


Fixed Yes Yes Yes Yes Yes Yes 


Effects       


Constant   0.017***  0.018***      0.001      0.001    0.219***  0.224*** 


 [7.39] [7.19] [0.71] [0.74] [4.00] [3.94] 


       


Obs. 238 238 238 238 238 238 


Adj. R^2 0.521 0.482 0.249 0.237 0.293 0.243 


Note: The symbols ***,**,* indicate statistical significance at the 1%, 5%, and 10% level, 


respectively. 


 


 


 


 








Table 8. Quintile analysis: risk, returns, and risk-adjusted returns 


Real returns (annual)


All markets 0.33% *** 0.08% 0.01% -0.01% 0.38% *** 1.24% *** 1.16% ***


Up markets 2.02% *** 0.91% *** 0.94% *** 1.59% *** 2.50% *** 4.30% *** 3.39% ***


Down markets -2.21% *** -1.14% *** -1.44% *** -2.33% *** -2.87% *** -3.36% *** -2.22% ***


Alpha (annualized)


All markets 0.29% ** 1.16% *** 0.82% *** 0.18% -0.18% -0.59% * -1.75% ***


Up markets -0.67% *** 0.11% 0.02% -1.27% ** -1.53% ** -0.69% -0.80%


Down markets 0.91% *** 2.03% *** 1.74% *** 0.83% *** 0.39% -0.57% -2.61% ***


Sharpe ratio (real return per unit of standard deviation, annual)


All markets 0.052 *** 0.033 0.002 0.002 0.068 *** 0.162 *** 0.129 ***


Up markets 0.432 *** 0.313 *** 0.274 *** 0.386 *** 0.528 *** 0.672 *** 0.359 ***


Down markets -0.470 *** -0.318 *** -0.379 *** -0.484 *** -0.606 *** -0.571 *** -0.253 ***


Volatility (standard deviation, annual)


All markets 5.16% *** 3.61% *** 3.97% *** 4.80% *** 5.86% *** 7.74% *** 4.13% ***


Up markets 4.44% *** 3.31% *** 3.65% *** 4.09% *** 4.89% *** 6.37% *** 3.05% **


Down markets 4.68% *** 3.48% *** 3.70% *** 4.50% *** 5.14% *** 6.72% *** 3.24% ***


Volatility (Beta, quarterly)


All markets 0.846 *** 0.501 *** 0.606 *** 0.825 *** 1.014 *** 1.317 *** 0.817 ***


Up markets 0.944 *** 0.603 *** 0.647 *** 0.989 *** 1.180 *** 1.333 *** 0.729 ***


Down markets 0.953 *** 0.663 *** 0.820 *** 0.903 *** 1.076 *** 1.327 *** 0.664 ***


AmenityAmenity Amenity Amenity Amenity Amenity


Quintiles


Sample (1) (2) (3) (4) (5) (5-1)


Full Quintile Quintile Quintile Quintile Quintile


 


Notes: Quintiles based on Amenity (1 = low amenities, 5 = high amenities). The symbols ***,**,* indicate statistical significance at the 1%, 


5%, and 10% level, respectively.
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